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Abstract

We study certain isometries between Hilbert spaces, which are generated by the
bilateral Laplace transform

FΦ(z) =
∫ ∞

−∞
ezt Φ(t)dt, z ∈ C.

In particular, we construct an analog of the Bargmann-Fock type reproducing kernel
Hilbert space related to this transformation. It is shown that under some integra-
bility conditions on Φ the Laplace transform FΦ(z), z = x+ iy is an entire function
belonging to this space. The corresponding isometrical identities, representations of
norms, analogs of the Paley-Wiener and Plancherel’s theorems are established. As
an application this approach drives us to a different type of real inversion formulas
for the bilateral Laplace transform in the mean convergence sense.
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1 Introduction

Let us consider the following Hilbert space H comprising all entire functions F (z), z =
x + iy with finite norms

||F ||H =

(
1

2π3/2

∫ ∫

C
|F (z)|2e−x2

dxdy

)1/2

< ∞. (1.1)

We will call this space as the Bargmann-Fock type space (cf. [9, Ch. 28]). In this paper
we will show that the image of the space L2(R; et2dt) of all square integrable functions
Φ(t) with respect to the measure et2dt under the bilateral Laplace transform [2], [7]

FΦ(z) =

∫ ∞

−∞
eztΦ(t)dt, (1.2)

coincides with the reproducing kernel Hilbert space (1.1) admitting the reproducing kernel
H(z, ū) =

√
πe(z+ū)2/4. Moreover, the bilateral Laplace transform (1.2) is an isometry of

the space L2(R; et2dt) onto the space (1.1). These results will give us an approach to
derive a real inversion inversion formula for the transformation (1.2) FΦ(x), x ∈ R. In
fact, as far as we aware there is a gap in real inversion theory for the case of the bilateral
Laplace transform. Meanwhile, the reproducing kernel approach was extensively used, for
instance in [8] to obtain inversion formulas for different kind of integral transformations.
Concerning the probabilistic approach to get real inversion formulas see [5].

We will need in the sequel an auxiliary information about the system of Hermite
orthogonal polynomials Hn(x), x ∈ R, n = 0, 1, . . . (see [1], [3], [6]). It is defined by the
equality

Hn(x) = (−1)nex2 dn

dxn
e−x2

, n = 0, 1, . . . (1.3)

and has the following integral representation

Hn(x) =
2n(−i)nex2

√
π

∫ ∞

−∞
e−t2+2txitndt, n = 0, 1, . . . . (1.4)

This system is orthogonal on R with respect to the weight e−x2
. The normalized factor is

given by ∫ ∞

−∞
e−x2

H2
n(x)dx =

√
π2nn!, n = 0, 1, . . . . (1.5)

For an arbitrary x ∈ R when n → ∞ it has the following asymptotic behavior (see [3,
Ch. 4])

e−x2/2Hn(x) = αn

(
cos

(√
2n + 1x− nπ

2

)
+ rn(x)

)
, n →∞, (1.6)
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where

αn =
2n

√
π

Γ

(
n + 1

2

)
,

for an even n and

αn =
2n+1

√
π(2n + 1)

Γ
(n

2
+ 1

)
,

when n is odd. Here Γ(z) is Euler’s Gamma-function [1, Vol. I]. With the use of Stirling’s

formula for Gamma-function [1] we easily verify that αn ≡ (2n+1nne−n)
1/2

, n → ∞.
Moreover, rn(x) has the uniform estimate, namely

|rn(x)| ≤ const.
|x|5/2

n1/4
,

where the constant does not depend on x and n.
From the theory of generalized Fourier series it follows that every f ∈ L2(R; e−t2dt)

can be represented in terms of the series

f(x) =
∞∑

n=0

cnHn(x), (1.7)

where

cn =
1

2nn!
√

π

∫ ∞

−∞
f(t)Hn(t)e−t2dt, n = 0, 1, . . . . (1.8)

Series (1.7) is convergent with respect to the norm in L2(R; e−t2dt), i.e.

∣∣∣∣∣

∣∣∣∣∣f −
N∑

n=0

cnHn(x)

∣∣∣∣∣

∣∣∣∣∣
L2(R;e−t2dt)

=




∫ ∞

−∞
e−t2

∣∣∣∣∣f(t)−
N∑

n=0

cnHn(t)

∣∣∣∣∣

2

dt




1/2

→ 0, N →∞.

Moreover, the Parseval equality takes place

||f ||2
L2(R;e−t2dt)

=
√

π

∞∑
n=0

2nn!|cn|2. (1.9)

2 Mapping properties

We begin this section establishing the existence and analytic properties for the bilateral
Laplace transform (1.2) of Φ ∈ L2(R; et2dt). Indeed, we have

Lemma 1. Let Φ(t) ∈ L2(R; et2dt). Then the Laplace transform (1.2) exists as
a Lebesgue integral, which converges absolutely and uniformly on any compact set of C.
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Moreover, it defines an entire function of the second order having the type 1
2

and satisfying
the following estimate

|FΦ(z)| ≤ π1/4e|z|
2/2||Φ||L2(R;et2dt). (2.1)

Proof. Indeed, by the straightforward estimation invoking Schwarz’s inequality we
derive (z = x + iy)

|FΦ(z)| ≤
(∫ ∞

−∞
e−t2+2xtdt

)1/2 (∫ ∞

−∞
|Φ(t)|2 et2dt

)1/2

= π1/4ex2/2||Φ||L2(R;et2dt)

≤ π1/4e|z|
2/2||Φ||L2(R;et2dt).

Moreover, the integrand in (1.2) is analytic in C with respect to z and as we have seen
integral (1.2) is absolutely and uniformly convergent on any compact set of the complex
plane. Therefore FΦ(z) is an entire function satisfying estimate (2.1). It is not difficult
to prove that the order of this entire function is 2 and the type is 1

2
. Lemma 1 is proved.

Lemma 2. Under conditions of Lemma 1 we have the following isometric identity for
the bilateral Laplace transform (1.2)

1

2π3/2

∫ ∫

C
|FΦ(z)|2 e−x2

dxdy =

∫ ∞

−∞
|Φ(t)|2 et2dt. (2.2)

Proof. We begin by employing the Parseval equality for the Fourier transform [5] to
treat the left-hand side of (2.2). Hence we substitute (1.2) into (2.2) and after integration
with respect to y we derive

∫ ∫

C
|FΦ(z)|2 e−x2

dxdy = 2π

∫ ∞

−∞

∫ ∞

−∞
e−x2+2xt |Φ(t)|2 dxdt.

Hence integrating with respect to x we easily arrive at (2.2). Lemma 2 is proved.
As an immediate consequence of this lemma we will show that under the Laplace

transform (1.2) the Hilbert space (1.1) forms a reproducing kernel Hilbert space, which
admits the reproducing kernel

H(z, ū) =

∫ ∞

−∞
e−x2+(z+ū)xdx =

√
πe(z+ū)2/4. (2.3)

In fact, the corresponding inner product gives the result

〈FΦ(z), H(z, ū)〉 =
1

2π3/2

∫ ∫

C
FΦ(z)H(z, ū)e−x2

dxdy

=

∫ ∞

−∞
et2Φ(t)e−t2+utdt = FΦ(u),
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that is the reproducing property is verified. Furthermore, it is straightforward to get that
the set of functions {ezt, z ∈ C} is complete in L2(R; et2dt), i.e. the equality FΦ(z) ≡ 0
yields Φ = 0 almost everywhere. Thus the bilateral Laplace transform is an isometry
from L2(R; et2dt) onto H (an analog of the Paley-Wiener theorem).

For the real bilateral Laplace transform FΦ(x), x ∈ R we prove
Lemma 3. Let Φ ∈ L2(R; et2dt). Then FΦ(x) is infinitely smooth, i.e. FΦ ∈ C∞(R).

Moreover, all derivatives dn

dxn

(
e−x2/2FΦ(x)

)
, n ∈ N0 belong to L2(R; dx) and satisfy the

following inequality
∫ ∞

−∞

∣∣∣∣
dn

dxn

(
e−x2/2FΦ(x)

)∣∣∣∣
2

dx ≤ 2πn!||Φ||2
L2(R;et2dt)

, n = 0, 1, 2, . . . . (2.4)

Proof. We have

e−x2/2FΦ(x) =

∫ ∞

−∞
Φ(t)et2/2e−

(x−t)2

2 dt. (2.5)

Hence, it is not difficult to verify that on any compact set of R we can differentiate through
with respect to x in the latter integral. As a result we obtain

dn

dxn

(
e−x2/2FΦ(x)

)
=

∫ ∞

−∞
Φ(t)et2/2 ∂n

∂xn
e−

(x−t)2

2 dt

= (−1)n2−n/2

∫ ∞

−∞
Φ(t)et2/2e−

(x−t)2

2 Hn

(
x− t√

2

)
dt, (2.6)

where Hn(y), n ∈ N0 is the system of Hermite polynomials (1.3). Applying the Schwarz
inequality, making elementary substitutions and taking into account the value of the
normalized factor (1.5) we derive the estimate

∣∣∣∣
dn

dxn

(
e−x2/2FΦ(x)

)∣∣∣∣
2

≤ 2−n

∫ ∞

−∞
|Φ(t)|2et2e−

(x−t)2

2 dt

×
∫ ∞

−∞
e−

(x−t)2

2 H2
n

(
x− t√

2

)
dt = 2−n+ 1

2

∫ ∞

−∞
|Φ(t)|2et2e−

(x−t)2

2 dt

×
∫ ∞

−∞
e−y2

H2
n (y) dy =

√
2πn!

∫ ∞

−∞
|Φ(t)|2et2e−

(x−t)2

2 dt. (2.7)

Hence integrating through with respect to x in (2.7) we change the order of integration
via Fubini’s theorem and we get the inequality

∫ ∞

−∞

∣∣∣∣
dn

dxn

(
e−x2/2FΦ(x)

)∣∣∣∣
2

dx ≤
√

2πn!

∫ ∞

−∞
|Φ(t)|2et2

∫ ∞

−∞
e−

(x−t)2

2 dxdt

= 2πn!

∫ ∞

−∞
|Φ(t)|2et2dt,

which yields (2.4). Lemma 3 is proved.
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3 Plancherel’s type theorem

In this section we establish an isometry between two Hilbert spaces, which is realized by
the bilateral Laplace transform (1.2) of real variable. The main result will be Plancherel’s
type theorem for this case of the Laplace transformation.

Let us consider a Sobolev’s type space of the infinite order W∞
2 (R) of complex-valued

functions on R that are n times differentiable in a sense of generalized derivatives for
all nonnegative integers n. In fact, this is a completion of the corresponding pre-Hilbert
space equipped with the inner product

(f, g) =
∞∑

n=0

1

n!

∫

R

dnf

dxn

dng

dxn
dx. (3.1)

The norm of this space is given accordingly

||f ||W∞
2 (R) =

( ∞∑
n=0

1

n!

∫

R

∣∣∣∣
dnf

dxn

∣∣∣∣
2

dx

)1/2

. (3.2)

Theorem 1. (Plancherel’s theorem). The map Φ(t) → e−x2/2FΦ(x), where FΦ(x) is
given by (1.2) is a continuous linear map from L2(R; 2πet2dt) into W∞

2 (R) which is an
isometry, i.e. Plancherel’s formula holds

∣∣∣
∣∣∣e−x2/2FΦ(x)

∣∣∣
∣∣∣
W∞

2 (R)
= ||Φ||L2(R;2πet2dt). (3.3)

Furthermore, if Φ, Ψ ∈ L2(R;
√

2πet2dt) then Parseval’s equality holds

2π

∫

R
et2Φ(t)Ψ(t)dt =

∞∑
n=0

1

n!

∫

R

dn

dxn
e−x2/2FΦ(x)

dn

dxn
e−x2/2FΨ(x)dx, (3.4)

where the series in (3.4) is absolutely convergent.
Proof. By Lemma 1 e−x2/2FΦ(x) is well-defined and by Lemma 3 (see (2.4)) all

derivatives are bounded as linear operators L2(R; et2dt) → L2(R; dx). Further, employing
representation (2.6), invoking (1.8) and making elementary substitution we easily see that

dn

dxn

(
e−x2/2FΦ(x)

)
= (−1)n2−(n−1)/2

∫ ∞

−∞
Φ(x−

√
2y)e(x−√2y)2/2e−y2

Hn (y) dy

=
√

2π(−1)nn!2n/2cn(x), (3.5)

where we denote by cn(x) Fourier coefficients (1.8) of the function Φ(x−√2y)e(x−√2y)2/2

for each x ∈ R, namely

cn(x) =
1

2nn!
√

π

∫ ∞

−∞
Φ(x−

√
2y)e(x−√2y)2/2Hn(y)e−y2

dy, n = 0, 1, . . . . (3.6)
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Hence combining with (3.5) the Parseval equality (1.9) yields

∫ ∞

−∞

∣∣∣Φ(x−
√

2y)
∣∣∣
2

e(x−√2y)2−y2

dy =
√

π

∞∑
n=0

2nn!|cn(x)|2

=
1

2
√

π

∞∑
n=0

1

n!

∣∣∣∣
dn

dxn

(
e−x2/2FΦ(x)

)∣∣∣∣
2

. (3.7)

Therefore integrating through in (3.7) with respect to x we use Fubini’s theorem and
after straightforward calculation of the inner integral we express the left-hand side of the
obtained equality as

∫ ∞

−∞
dx

∫ ∞

−∞

∣∣∣Φ(x−
√

2y)
∣∣∣
2

e(x−√2y)2−y2

dy =
√

π||Φ||2
L2(R;et2dt)

.

Meanwhile, the order of integration and summation on the corresponding right-hand
side can be inverted appealing to Levi’s theorem. Thus we easily come up with isometric
identity (3.3) and we prove the continuity of the map e−x2/2FΦ(x) from L2(R; 2πet2dt) into
W∞

2 (R). Finally, relation (3.4) follows immediately by using the parallelogram identity.
The absolute convergence of the series in (3.4) can be easily established with the Cauchy-
Schwarz inequality. Theorem 1 is proved.

Remark 1. We note that in [9, Chap. 28] the reproducing kernel approach has been
used as a way of getting isometric identities for the Bargmann transform.

Combining with Lemma 2 we arrive at
Corollary 1. Any entire function F (z) with a finite integral (1.1) satisfies the follow-

ing identity

1√
π

∫ ∫

C
|F (z)|2 e−x2

dxdy =
∞∑

n=0

1

n!

∫

R

∣∣∣∣
dn

dxn

(
e−x2/2F (x)

)∣∣∣∣
2

dx. (3.8)

Corollary 2. Almost for all t ∈ R it has the following left inverse operator for the
bilateral Laplace transform (1.2)

Φ(t) =
e−t2

2π

d

dt

∞∑
n=0

1

n!

∫

R

dn

dxn

(
e−x2/2FΦ(x)

) ∂n

∂xn

(
e−x2/2 ext − 1

x

)
dx. (3.9)

Moreover, if e−x2/2FΦ(x) is such that

∞∑
n=0

n + 1

n!

∫

R

∣∣∣∣
dn

dxn
e−x2/2FΦ(x)

∣∣∣∣
2

dx < ∞, (3.10)
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then (3.9) can be written in the form

Φ(t) =
e−t2

√
2π

∞∑
n=0

(−1)n

n!2n

∫

R

∂n

∂xn

(
e−x2−√2xtFΦ

(√
2x + t

))
e−x2

Hn(x)dx. (3.11)

Proof. Indeed, the Parseval equality (3.4) gives a key to prove (3.9). Putting

Ψ(y) =

{
1, if y ∈ [0, t],

0, if y ∈ R\[0, t],
calculating FΨ and differentiating through in (3.4) with respect to t we arrive at the
inversion (3.9).

In order to establish (3.11) we should motivate the passage of the derivative under
signs of the series and the integral in (3.9). In fact, we will appeal to the condition
(3.10), the Cauchy-Schwarz and Schwarz inequalities to verify the absolute and uniform
convergence with respect to t in the right-hand side of (3.9) after formal differentiation.
Precisely, it is not difficult to proceed the following estimates

e−t2

2π

∞∑
n=0

1

n!

∣∣∣∣
∫

R

dn

dxn

(
e−x2/2FΦ(x)

) ∂n

∂xn
ext−x2/2dx

∣∣∣∣ ≤
1

2π

∞∑
n=0

1

n!

×
(∫

R

∣∣∣∣
dn

dxn

(
e−x2/2FΦ(x)

)∣∣∣∣
2

dx

)1/2 (∫

R

∣∣∣∣
∂n

∂xn
e−(x−t)2/2

∣∣∣∣
2

dx

)1/2

≤ 1

2π

( ∞∑
n=0

n + 1

n!

∫

R

∣∣∣∣
dn

dxn

(
e−x2/2FΦ(x)

)∣∣∣∣
2

dx

)1/2 ( ∞∑
n=0

1

n!2n(n + 1)

×
∫

R
e−(x−t)2H2

n

(
x− t√

2

)
dx

)1/2

. (3.12)

The latter integral in (3.12) can be calculated, in turn, by representation (1.4) and the
Parseval equality for the Fourier transform. Hence we obtain

∫

R
e−(x−t)2H2

n

(
x− t√

2

)
dx =

√
2

∫ ∞

−∞
e−2y2

H2
n (y) dy

=
1√
2

∫ ∞

−∞

∣∣∣∣
1√
2π

∫ ∞

−∞
e−(t/2)2+tyitndt

∣∣∣∣
2

dy =
√

2

∫ ∞

0

e−t2/2t2ndt = 2nΓ

(
n +

1

2

)
.

Substituting this value into (3.12) and invoking Stirling’s asymptotic formula for the
Gamma-function (see [1, Vol. I]) we come out with the following uniform estimate

e−t2

2π

∞∑
n=0

1

n!

∣∣∣∣
∫

R

dn

dxn

(
e−x2/2FΦ(x)

) ∂n

∂xn
ext−x2/2dx

∣∣∣∣ ≤
1

2π
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( ∞∑
n=0

n + 1

n!

∫

R

∣∣∣∣
dn

dxn

(
e−x2/2FΦ(x)

)∣∣∣∣
2

dx

)1/2 ( ∞∑
n=0

1

n!(n + 1)
Γ

(
n +

1

2

))1/2

=
1

2π

( ∞∑
n=0

n + 1

n!

∫

R

∣∣∣∣
dn

dxn

(
e−x2/2FΦ(x)

)∣∣∣∣
2

dx

)1/2 (
O

( ∞∑
n=1

1√
n(n + 1)

))1/2

< ∞.

Therefore making elementary manipulations in the right-hand side of (3.9) we arrive at
(3.11). Corollary 2 is proved.

4 A Reproducing kernel approach

As we could see above in Lemma 2 the map Φ → FΦ is an isometry from L2(R; et2dt) onto
the Bargmann-Fock type space H with the norm (1.1). As we show next, this map is not
just an isometry, but it is, in fact, an invertible isometry from L2(R; et2dt) onto H. This
approach will drive us to an inversion formula for the bilateral Laplace transform (1.2) in
the mean convergence sense.

Theorem 2. Let F ∈ H. For any non-negative integer we set

FN(z) =
1

2π

N∑
n=0

1

n!

∫

R

dn

dxn

(
e−x2/2F (x)

) ∂n

∂xn

(
e−x2/2H(x, z)

)
dx, (4.1)

where the reproducing kernel H(z, ū) is defined by (2.3). Then FN ∈ H and the sequence
{FN}∞N=0 converges to F in H. Moreover, reciprocally

ΦN(t) =
e−t2

2π

∫ ∞

−∞
ext−x2

F (x)PN(x− t)dx (4.2)

where the polynomials PN(ξ) are expressed by

PN(ξ) =
N∑

n=0

(−1)n

n!2n
H2n

(
ξ√
2

)
(4.3)

converges to Φ when N → ∞ with respect to the norm in the space L2(R; et2dt) and
FΦN

= FN . Finally, the bilateral Laplace transform (1.2) is an invertible isometry from
L2(R; et2dt) onto H, F (z) = FΦ(z) and the Plancherel identity (2.2) holds.

Proof. Recalling (2.3) by straightforward calculations we derive

∂n

∂xn

(
e−x2/2H(x, z)

)
=

∂n

∂xn

(
e−x2/2

∫ ∞

−∞
e−t2+(x+z)tdt

)
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=

∫ ∞

−∞
e−t2/2+zt ∂n

∂xn
e−(x−t)2/2dt.

Substituting the latter integral into (4.1) and invoking (1.2) we obtain that FN(z) =
FΦN

(z), where

ΦN(t) =
e−t2/2

2π

N∑
n=0

1

n!

∫ ∞

−∞

dn

dxn

(
e−x2/2F (x)

) dn

dxn
e−(x−t)2/2dx. (4.4)

Consequently, by Lemma 2 we get ||FN ||2H = ||FΦN
||2H = ||ΦN ||2L2(R;et2dt).

Meanwhile, invoking (1.1), (1.5), (3.8), the Minkowski, generalized Minkowski inequal-
ities and Cauchy- Schwarz’s inequality for the series we find

||ΦN ||L2(R;et2dt) =
1

2π




∫ ∞

−∞

∣∣∣∣∣
N∑

n=0

1

n!

∫ ∞

−∞

dn

dxn

(
e−x2/2F (x)

) ∂n

∂xn
e−(x−t)2/2dx

∣∣∣∣∣

2

dt




1/2

≤ 1

2π

N∑
n=0

1

n!

(∫ ∞

−∞

∣∣∣∣
∫ ∞

−∞

dn

dxn

(
e−x2/2F (x)

) ∂n

∂xn
e−(x−t)2/2dx

∣∣∣∣
2

dt

)1/2

=
1

2π

N∑
n=0

1

n!

(∫ ∞

−∞

∣∣∣∣
∫ ∞

−∞

∂n

∂tn

(
e−(x+t)2/2F (x + t)

) dn

dxn
e−x2/2dx

∣∣∣∣
2

dt

)1/2

≤ 1

2π

N∑
n=0

1

n!

∫ ∞

−∞

∣∣∣∣
dn

dxn
e−x2/2

∣∣∣∣
(∫ ∞

−∞

∣∣∣∣
∂n

∂tn

(
e−(x+t)2/2F (x + t)

)∣∣∣∣
2

dt

)1/2

dx

=
1

2π

N∑
n=0

1

n!

(∫ ∞

−∞

∣∣∣∣
dn

dtn

(
e−t2/2F (t)

)∣∣∣∣
2

dt

)1/2 ∫ ∞

−∞

∣∣∣∣
dn

dxn
e−x2/2

∣∣∣∣ dx

≤ 1

2π

( ∞∑
n=0

1

n!

∫ ∞

−∞

∣∣∣∣
dn

dtn

(
e−t2/2F (t)

)∣∣∣∣
2

dt

)1/2

×
( ∞∑

n=0

1

n!

(∫ ∞

−∞

∣∣∣∣
dn

dxn
e−x2/2

∣∣∣∣ dx

)2
)1/2

=
1√
2π
||F ||H

( ∞∑
n=N

1

n!2n

×
(∫ ∞

−∞
e−x2 |Hn(x)| dx

)2
)1/2

≤ 1√
2π1/4

||F ||H
(

N∑
n=0

1

n!2n

∫ ∞

−∞
e−x2

H2
n(x)dx

)1/2

=

√
N + 1

2
||F ||H < ∞. (4.5)
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Therefore ΦN ∈ L2(R; et2dt) for each N ∈ N. Further, we prove that {ΦN}∞N=1 is a Cauchy
sequence. But first denoting by

fn =

(
1

n!

∫ ∞

−∞

∣∣∣∣
dn

dtn

(
e−t2/2F (t)

)∣∣∣∣
2

dt

)1/2

, n ∈ N0, (4.6)

we recall condition (3.10), which turns to be
∑∞

n=0(n+1)f 2
n < ∞. Hence we observe that

this is a dense subspace of l2 since it contains the set of sequences

f (k) = (f1, f2, . . . , fk, 0, 0, . . . ), k ∈ N,

which is dense in l2. Therefore, for each element f = {fn}∞n=1 ∈ l2 and any ε > 0 there is
a sequence g = {gn}∞n=1,

∑∞
n=0(n + 1)|gn|2 < ∞ such that ||f − g||l2 < ε. Then at least

for sufficiently big N it immediately implies

|fN − gN | ≤
( ∞∑

n=N

|fn − gn|2
)1/2

<
1

N3/2
< ε. (4.7)

Returning to (4.5), invoking (4.6) and taking M > N we obtain

||ΦN − ΦM ||L2(R;et2dt) ≤
1

2π

M∑
n=N+1

fn
1√
n!

∫ ∞

−∞

∣∣∣∣
dn

dxn
e−x2/2

∣∣∣∣ dx =
1

2π

M∑
n=N+1

(fn − gn)

× 1√
n!

∫ ∞

−∞

∣∣∣∣
dn

dxn
e−x2/2

∣∣∣∣ dx +
1

2π

M∑
n=N+1

gn
1√
n!

∫ ∞

−∞

∣∣∣∣
dn

dxn
e−x2/2

∣∣∣∣ dx

≤ 1

2π

M∑
n=N+1

1

n3/2
√

n!

∫ ∞

−∞

∣∣∣∣
dn

dxn
e−x2/2

∣∣∣∣ dx +
1

2π

(
M∑

n=N+1

(n + 1)|gn|2
)1/2

×
(

M∑
n=N+1

1

(n + 1)n!

(∫ ∞

−∞

∣∣∣∣
dn

dxn
e−x2/2

∣∣∣∣ dx

)2
)1/2

=
1√
2π

M∑
n=N+1

1

n3/2
√

n!2n

×
∫ ∞

−∞
e−x2 |Hn(x)| dx +

1√
2π

(
M∑

n=N+1

(n + 1)|gn|2
)1/2

×
(

M∑
n=N+1

1

(n + 1)n!2n

(∫ ∞

−∞
e−x2 |Hn(x)| dx

)2
)1/2

≤ 1√
2π3/4

M∑
n=N+1

1

n3/2
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+
1√
2π

(
M∑

n=N+1

(n + 1)|gn|2
)1/2 ( ∞∑

n=0

1

(n + 1)n!2n

(∫ ∞

−∞
e−x2 |Hn(x)| dx

)2
)1/2

→ 0

when N →∞ if we show that the later series converges

∞∑
n=0

1

(n + 1)n!2n

(∫ ∞

−∞
e−x2 |Hn(x)| dx

)2

< ∞.

In fact, it can be done appealing to the asymptotic formula (1.6) for the Hermite poly-
nomials, the Stirling formula for factorials [1, Vol.I] and the behavior of the following
integral (see [3, Ch. 4])

∫ ∞

1

e−x2

x−3H2
n(x)dx = O

(
n!2n

√
n

)
, n →∞.

We have
( ∞∑

n=N

1

(n + 1)n!2n

(∫ ∞

−∞
e−x2 |Hn(x)| dx

)2
)1/2

≤
( ∞∑

n=N

1

n!2n(n + 1)

(∫

|x|<1

e−x2 |Hn(x)| dx

)2
)1/2

+const.

( ∞∑
n=N

1

n!2n(n + 1)

∫

|x|>1

e−x2|x|−3H2
n(x)dx

)1/2

= O




( ∞∑
n=N

1√
n(n + 1)

)1/2

 → 0,

when N → ∞. Thus combining with the above estimates we conclude that ||ΦN −
ΦM ||L2(R;et2dt) → 0, N, M → ∞, i.e. {ΦN}∞N=1 is a Cauchy sequence. It has a limit,

which we denote by Φ. Thus sequence (4.4) converges to Φ with respect to the norm in
L2(R; et2dt). On the other hand, via Lemma 2 we find

||FN − FM ||H = ||FΦN
− FΦM

||H = ||ΦN − ΦM ||L2(R;et2dt) → 0, N,M →∞. (4.8)

Therefore the sequence {FN(z)}∞N=1 converges to some function G(z) ∈ H. We will prove
that G(z) = F (z) = FΦ(z). Indeed, first we observe that (4.1) is a partial sum of the
corresponding series, which is equal to F (z) according to (3.4), Lemma 2 and reproducing
property of the kernel (2.3). Furthermore, invoking (3.8), (4.6) with Cauchy-Schwarz’s
inequalities for the integral and series we deduce for any compact set of C that

|FN(z)− FM(z)| ≤ 1

2π

M∑
n=N+1

1

n!

∫

R

∣∣∣∣
dn

dxn

(
e−x2/2F (x)

) ∂n

∂xn

(
e−x2/2H(x, z)

)∣∣∣∣ dx

≤ 1√
2π

(
M∑

n=N+1

f 2
n

)1/2

||H(·, z)||H =
1√
2
√

π

(
M∑

n=N+1

f 2
n

)1/2

e(Rez)2/2
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≤ const.

(
M∑

n=N+1

f 2
n

)1/2

→ 0, N →∞.

Consequently, the sequence {FN(z)}∞N=1 convergence uniformly on any compact set to
F (z). Since it converges to G in H we have that F (z) ≡ G(z) in C. Hence passing to the
limit in (4.8) when M →∞ we get

||FN − F ||H = ||FΦN
− FΦ||H = ||ΦN − Φ||L2(R;et2dt) → 0, N →∞.

This yields F (z) = FΦ(z), the Plancherel identity (2.2) holds and (4.4) is a right inverse
operator. In order to establish the representation (4.2) we integrate by parts n times in
(4.4) eliminating integrated terms and invoking (1.3) with straightforward calculations.

To complete the proof of the theorem we finally show that FΦ is an invertible isometry,
i.e. (4.4) is left inverse too. Indeed, employing (2.6) we substitute it into (4.4). Making
elementary changes of variables we arrive at the equalities

ΦN(t) =
e−t2/2

2π

N∑
n=0

(−1)n

n!2n/2

∫ ∞

−∞

dn

dxn
e−(x−t)2/2

∫ ∞

−∞
Φ(y)ey2/2e−

(x−y)2

2 Hn

(
x− y√

2

)
dydx

=
e−t2/2

2π

N∑
n=0

1

n!2n

∫ ∞

−∞
e−(x−t)2/2Hn

(
x− t√

2

) ∫ ∞

−∞
Φ(y)ey2/2e−

(x−y)2

2 Hn

(
x− y√

2

)
dydx

=
e−t2/2

√
2π

N∑
n=0

1

n!2n

∫ ∫

R2

Φ(y)ey2/2Hn(u)Hn

(
u +

t− y√
2

)
e−u2−(u+(t−y)/

√
2)2dudy, (4.9)

where the latter double integral exists due to Fubini’s theorem and the absolute con-
vergence of the iterated integral in (4.9). The inner integral with respect to u can be
calculated invoking (1.4) and Parseval’s identity for the Fourier convolution [6, Ch. 2].
As a result we come out with the equality

∫ ∞

−∞
Hn(u)Hn

(
u +

t− y√
2

)
e−u2−(u+(t−y)/

√
2)2du =

(−1)n
√

π

2n+1/2
e(y−t)2/4H2n

(
y − t

2

)
.

Substituting this into (4.9) and appealing to the summation formula (4.5.1.5) in [4] we
obtain the following representation

et2/2ΦN(t) =
(−1)N

√
π22N+1N !

∫ ∞

−∞
Φ(y)ey2/2−(y−t)2/4H2N+1

(
y − t

2

)
dy

y − t
. (4.10)

But using again (1.4) and the Fourier transform technique we deduce the formula
∫ ∞

−∞
e−x2

H2N+1 (x)
dx

x
= (−1)N

√
π N !22N+1.
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Hence we have

et2/2 [ΦN(t)− Φ(t)] =
(−1)N

√
π22N+1N !

∫ ∞

−∞

[
Φ(y)ey2/2 − Φ(t)et2/2

]
e−(y−t)2/4

×H2N+1

(
y − t

2

)
dy

y − t
. (4.11)

Calling formula (1.6) of the asymptotic behavior for Hermite’s polynomials of the odd
order we substitute into (4.11) its right-hand side. Invoking the reduction formula for the
Gamma-function [1] we find

et2/2 [ΦN(t)− Φ(t)] =
2N + 1

π
√

4N + 3

Γ
(
N + 1

2

)

Γ(N + 1)

∫ ∞

−∞

[
Φ(y)ey2/2 − Φ(t)et2/2

]
e−(y−t)2/8

×
(
sin

(√
N + 3/4(y − t)

)
+ r2N+1(y − t)

) dy

y − t
. (4.12)

Meanwhile, the asymptotic behavior of the ratio of Gamma-functions [1] yields

2N + 1√
4N + 3

Γ
(
N + 1

2

)

Γ(N + 1)
= 1 + O

(
N−2

)
, N →∞.

Thus

et2/2 [ΦN(t)− Φ(t)] =
1

π

∫ ∞

−∞

[
Φ(x + t)e(x+t)2/2 − Φ(t)et2/2

]
e−x2/8

×
(
sin

(
x
√

N + 3/4
)

+ r2N+1(x)
) dx

x

+O
(
N−2

) ∫ ∞

−∞

[
Φ(x + t)e(x+t)2/2 − Φ(t)et2/2

]
e−x2/8

×
(
sin

(
x
√

N + 3/4
)

+ r2N+1(x)
) dx

x
= IN(t) + JN(t). (4.13)

Hence employing the estimate (see (1.6)) |r2N+1(x)| < const.|x|5/2/N1/4, the Schwarz
inequality and the elementary inequality | sin x| ≤ |x|, it is not difficult to verify that
JN(t) → 0, N →∞ for any Φ ∈ L2(R; et2dt) and t ∈ R. In the same manner we get

∫ ∞

−∞

[
Φ(x + t)e(x+t)2/2 − Φ(t)et2/2

]
e−x2/8r2N+1(x)

dx

x
→ 0, N →∞. (4.14)

Further, let us approximate Φ by a sequence of smooth functions {ϕn}∞n=1 with compact
support such that ||Φ − ϕn||L2(R;et2dt) < ε, n ≥ nε for any ε > 0. Moreover denoting by
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fn(t) = ϕn(t)et2/2 we find fn(x + t) − fn(t) = f ′n(t + θx)x, θ ∈ (0, 1) and the derivative
f ′n(t + θx) is bounded for all n ∈ N. Consequently, for each t ∈ R the function

(fn(x + t)− fn(t))
e−x2/8

x
∈ L1(R; dx),

and due to the Riemann-Lebesgue lemma [6] we have

1

π

∫ ∞

−∞
(fn(x + t)− fn(t))e−x2/8 sin

(
x
√

N + 3/4
) dx

x
→ 0, N →∞. (4.15)

Thus combining (4.15) with (4.13), (4.14) we derive that limN→∞ ϕN,n(t) = ϕn(t), where
ϕN,n is defined accordingly (cf. (4.4))

ϕN,n(t) =
e−t2/2

2π

N∑
n=0

1

n!

∫ ∞

−∞

dn

dxn

(
e−x2/2Fϕn(x)

) dn

dxn
e−(x−t)2/2dx.

Furthermore it is easily follows from the discussions above {ΦN}∞N=1, {ϕN,n}∞N=1 are
Cauchy sequences in L2(R; et2dt). Hence with Minkowski’s inequality we obtain

||ΦN − Φ||L2(R;et2dt) ≤ ||ΦN − ϕN,n||L2(R;et2dt) + ||ϕN,n − ϕn||L2(R;et2dt)

+ ||ϕn − Φ||L2(R;et2dt) . (4.16)

But for n ≥ nε the latter norm is less than ε/3. Since we have ||ϕN,n − ϕM,n||L2(R;et2dt) <

ε/3 when N, M →∞ then the second norm in (4.16) is less than ε/3 via Fatou’s lemma.
Finally we estimate the norm ||ΦN − ϕN,n||L2(R;et2dt). To do this we employ (4.4), (4.13)
to write for n ≥ nε

et2/2 [ΦN(t)− ϕN,n(t)] =
1

π

∫ ∞

−∞
[Φ(y)− ϕn(y)] ey2/2−(y−t)2/8

× sin
(
(y − t)

√
N + 3/4

) dy

y − t
+

(
1

π
+ O

(
N−2

)) ∫ ∞

−∞
[Φ(y + t)− ϕn(y + t)]

×e(y+t)2/2−y2/8r2N+1(y)
dy

y
+ O

(
N−2

) ∫ ∞

−∞
[Φ(y + t)− ϕn(y + t)]

×e(y+t)2/2−y2/8 sin
(
y
√

N + 3/4
) dy

y
= I1,N(t) + I2,N(t) + I3,N(t).

Hence

||ΦN − ϕN,n||L2(R;et2dt) ≤
3∑

i=1

||Ii,N ||L2(R;dt).
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Meanwhile with generalized Minkowski’s inequality we derive

||I2,N ||L2(R;dt) ≤
(

1

π
+ O

(
N−2

)) ∫ ∞

−∞
||Φ(y + ·)− ϕn(y + ·)||L2(R;e(y+t)2dt)

×e−y2/8|r2N+1(y)|dy

|y| < const.||Φ− ϕn||L2(R;et2dt)

× 1

N1/4

∫ ∞

−∞
e−y2/8|y|3/2dy → 0, N →∞.

Analogously,

||I3,N ||L2(R;dt) ≤ O
(
N−3/2

) ||Φ− ϕn||L2(R;et2dt)

∫ ∞

−∞
e−y2/8dy → 0, N →∞.

Integral I1,N we treat appealing again with the Parseval equality for Fourier’s convolution.
We have

I1,N(t) =
1

2π

∫ ∞

−∞
[Φ(y)− ϕn(y)] ey2/2−(y−t)2/8

∫ √
N+3/4

−
√

N+3/4

eiu(y−t)dudy

=
1

2π

∫ √
N+3/4

−
√

N+3/4

e−iut

∫ ∞

−∞
[Φ(y)− ϕn(y)] ey2/2−(y−t)2/8+iuydydu,

where the change of the order of integration is due to the absolute and uniform convergence
of the latter integral with respect to y. Further, Theorem 64 in [6] and an elementary
integral like (2.3) yield immediately the representation

∫ ∞

−∞
[Φ(y)− ϕn(y)] ey2/2−(y−t)2/8+iuydy = 2

∫ ∞

−∞
Ψ∗

n(ξ)e−2(u−ξ)2+i(u−ξ)tdξ,

where Ψ∗ is the Fourier transform of the function Ψn(y) = (Φ(y)−ϕn(y))ey2/2. Therefore
by virtue of the uniform convergence of the latter integral with respect to u from the
interval [−

√
N + 3/4,

√
N + 3/4] we end up with

I1,N(t) =
1

π

∫ ∞

−∞
Ψ∗

n(ξ)e−iξt

∫ √
N+3/4

−
√

N+3/4

e−2(u−ξ)2dudξ.

Hence by the Plancherel identity for the Fourier transform we get

||I1,N ||L2(R;dt) =

√
2

π




∫ ∞

−∞
|Ψ∗

n(ξ)|2
(∫ √

N+3/4

−
√

N+3/4

e−2(u−ξ)2du

)2

dξ




1/2
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≤
√

2

π

(∫ ∞

−∞
|Ψ∗

n(ξ)|2
(∫ ∞

−∞
e−2u2

du

)2

dξ

)1/2

= ||Ψ∗||L2(R;dt) = ||Ψn||L2(R;dt)

= ||Φ− ϕn||L2(R;et2dt) <
ε

3
, n ≥ nε.

Combining with (4.16) we verify that ||ΦN − Φ||L2(R;et2dt) < ε,N ≥ Nε and we conclude
the proof of Theorem 2.
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