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Abstract. We analyse the existence of limiting laws of rare events for dynamically gener-
ated stochastic processes. We consider two-dimensional dynamical systems and observable
functions maximised on Cantor dust sets and prove the existence of distributional limits for
the partial maxima. We show how the Extremal Index, measuring the degree of clustering
of rare events, is linked to the compatibility between the dynamics and the fractal structure
of the maximal sets.

1. Introduction

The study of extreme events is of crucial importance in a multitude of scenarios where their
occurrence has a serious disruption effect. This is the case of natural hazards such as earth-
quakes, storms, draughts, pandemics or human-made disasters such as industrial and transport
accidents, oil spills, nuclear explosions, financial crashes, etc.

These phenomena correspond to very peculiar states of systems whose time evolution is, often,
accurately described by mathematical models called dynamical systems. Namely, whenever
the orbits of the system (the several successions of states through which the system goes during
a certain realisation) hit small critical regions of the phase space corresponding to abnormal
configurations, one observes extreme events. The critical regions are neighbourhoods of a
critical set, which we will denote by M corresponding to configurations where appropriate
observable functions achieve their maximum or minimum, i.e., their extremes.

The recurrence properties of these critical sets M are intimately connected with the time
distribution and respective impact of such abnormal observations, in particular, regarding the
tendency to observe clusters or grouping of extremes. The study of rare events for dynamical
systems has enjoyed enormous development in the last few years. The first analytical results
considered thatM was reduced to a single point in the phase space, which meant that cluster-
ing of extremes was directly associated to periodicity ofM (see [15] and references therein).
Recent works have consideredM to be a finite set of points [3,17], countably many points [4]
or smooth submanifolds [7, 10]. In most of the literature, the maximal sets M have a fairly
regular geometrical structure. The exceptions are the papers [13, 22], whereM is taken as a
Cantor set, which means it has a a more complex geometry reflected in its fractal nature.
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In this paper, we build up on [13] and study the existence of Extreme Value Laws for bi-
dimensional fractal sets. We were motivated by the potential of application in climate dynam-
ics. This area is a particular source of examples because the underlying mathematical models
present chaotic behaviour, which is often revealed in the presence of critical regions with a
complex multifractal structure. For example, in [11], the anomalies observed for the precip-
itation frequency data show a complex geometry consistent with an underlying fractal set.
Moreover, because data is usually depicted in two-dimensional charts, then it is important to
understand the connections between the fractal geometry of the maximal sets we consider here
and the respective compatibility with the dynamics. We also mention the papers [9, 12, 20],
where critical regions with multifractal properties appear in the study of turbulent datasets,
greenhouse effect or the metastable states: warm and snow ball. Finally, we recommend the
paper [6] for a nice discussion about the dimension of the underlying attractors and Extreme
Value techniques.

In [13], we proved that the appearance of clustering of rare events was directly connected to
the compatibility of the dynamical systems with the geometric fractal structure of the maximal
setM. Namely, we consideredM to be a Cantor set and took uniformly expanding systems T
such as those of the form mx mod 1 and then observed that for compatible systems, as when
m = 3k , for some k ∈ N, for whichM is actually an invariant set, we obtained clustering of
extremes. When the system was incompatible, i.e., m 6= 3k , for all k ∈ N, for example, then
the intersectionsM∩ T−j(M), for j ∈ N, although not empty, was not relevant in terms of
its box dimension when compared with that ofM. This meant that, ultimately, we have no
clustering of extreme values. Geometric tools such as fractal dimension and thickness proved
to be very important in order to establish the results and the connections.

In here, we consider that M will be Cantor dust sets on the plane, which are obtained as
the direct product of two Cantor sets. The dynamics will consist of the direct product of the
uniformly expanding maps considered in [13]. Although these are very simple models, which is
important in order to obtain the closed formulas and estimates we get here, they capture much
of the possible behaviours in a rather transparent way. In fact, regarding the compatibility
between the dynamics and the geometry, when compared with the one-dimensional situation
studied in [13], we can have more cases here because we may have compatibility in both
directions, only in one direction or in none of the directions. Yet, our simple models, allow us
to obtain a rather global picture: compatibility in both directions yields clustering of extremal
observations, while the mere existence of incompatibility in one of the directions is enough to
guarantee that we have no clustering.

The paper is organised as follows. In Section 2, we introduce the framework regarding the
study of rare events and provide conditions and results useful to prove the existence of Extreme
Value Laws. In particular, we recall the notion of Extremal Index, which is a numerical
indicator of the strength of clustering. In Section 3, we define the stochastic processes of
interest, which are generated by observable functions, maximised at a Cantor dust subset
of the plane, which are evaluated along the orbits of uniformly expanding dynamical systems
consisting in product maps. The main results of the paper establishing the existence of limiting
Extreme Value Laws for such stochastic processes are stated in the end of this section. In
Section 4, we prove the existence of limiting laws in the presence of clustering created by the
compatibility between the dynamics and the geometry ofM, while, in Section 5, we prove the
results establishing the non existence of clustering of extremal observations.
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2. Laws for rare events

Let (X ,B, T, µ) be a discrete dynamical system, where X is a compact manifold, B is the
corresponding Borel σ-algebra, T : X → X is a measurable map, and µ is the invariant
measure associated with T . Start by considering an observable function ϕ : X → R+ ∪ {∞}
and assume that there exists Z ∈ R+ ∪ {+∞} such that Z = maxx∈X ϕ(x). Denote the set of
global maximal points of ϕ byM, i.e

M = {x ∈ X : ϕ(x) = Z}.

Define the stochastic process, (Xn)n∈N, as

Xn(x) = ϕ ◦ Tn(x). (2.1)

The process of partial maxima, (Mn)n∈N, associated with Xn is constructed in the following
way:

Mn = max{X0, . . . , Xn−1}. (2.2)

The objective is to find a limiting distribution for the process (Mn)n. To obtain such a law,
we study the level sets {Xj > u} which can be seen as exceedances of a given threshold u.
The idea is to estimate the probability of not exceeding a high threshold u up to some time m,
depending on u. This way, in the limit, we will be estimating the measure of the set Mm ≤ u
as u approaches Z.

It is important to find the right dependence of m on u in order to find a non-degenerate
distribution. Due to the types of observables used in this paper the measure of the level set
{Xj > u}, seen as a function of u, is not smooth. Hence, we must use the relation first
introduced in [14].

We consider sequences (wn)n∈N and (un)n∈N satisfying

wnµ(X0 > un)→ τ as n→∞ for some τ ≥ 0. (2.3)

Our aim will be to find a non-degenerate distribution function H, whose support is R+, such
that

lim
n→∞

µ(Mwn ≤ un) = 1−H(τ). (2.4)

This type of distributional limit has been called as cylinder Extreme Value Law. In the course
of this article, we refer to this law as EVL.

Under the right normalisation, the limit 1 − H(τ) can be represented by e−θτ , where τ(y)
must be one of the following types:

• τ1(y) = e−y for y ∈ R. (Gumbel)
• τ2(y) = y−β for y, β > 0. (Frechet)
• τ3(y) = (−y)γ for y ≤ 0 and γ > 0.(Weibull).

The parameter θ is called the Extremal Index and can be interpreted as a measure of the
level of clustering of exceedances. Its value is closely linked to the recurrence behaviour of
the set of global maxima of ϕ. It was proved in [2, 15, 16, 19] that, when M is reduced to a
single periodic point, this periodicity would lead to clustering of exceedences which results in
an EI smaller than 1. If, however, M was reduced to a single non-periodic point, then the
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non-recurrence properties of the point would lead to absence of clustering and to an EI equal
to 1.

This idea was further extended in [4,13,17] for the cases whereM is a larger set. It was shown
that the nature of T−j(M) ∩M determines the level of clustering appearing in the process
(Xn)n and therefore the value of θ.

2.1. Existence of Extreme Value Laws. It is necessary to provide general conditions that
guarantee the existence of distributional limit as stated in (2.4).

We start by considering a sequence of thresholds (un)n∈N and a sequence (wn)n∈N as in (2.3).
In addition, we define a sequence (qn)n∈N such that

lim
n→∞

qn =∞ and lim
n→∞

qn
wn

= 0. (2.5)

For fixed u ∈ R and q ∈ N, the event U(u) is defined as

U(u) := {X0 > u}. (2.6)

This event corresponds to the existence of an exceedance at time t = 0.

Let T−i denote the i-th preimage by the map T , then using U(u), we construct the set

Aq(U(u)) := U(u) ∩
q⋂
i=1

T−i(U(u)c) = {X0 > u,X1 ≤ u, . . . ,Xq ≤ u}. (2.7)

The event Aq(U(u)) corresponds to the case where we have an exceedance at time t = 0 that
is not followed by another one up to time t = q. The occurrence of T−i(Aq(U(u))) can be
thought of as the expiration of a cluster of exceedances, whose last exceedance is observed
precisely at time i. (See [1, Section 2.1], for more insight).

For all s, ` ∈ N and any B ∈ B, we set

Ws,`(B) :=
s+`−1⋂
i=s

T−i(Bc).

For each n ∈ N, set Un := U(un) and Aqn,n := Aqn(Un). With this notation, we can write

W0,wn(Un) = {Mwn ≤ un}.

The existence of an Extreme Value Law is assured by two conditions.

Condition (Дqn(un, wn)). We say that Дqn(un, wn) holds for the stochastic process (Xn)n∈N
if for every `, t, n ∈ N

|µ (Aqn,n ∩Wt,` (Aqn,n))− µ (Aqn,n)µ (W0,` (Aqn,n))| ≤ γ(n, t), (2.8)

where γ(n, t) is decreasing in t for each n and there exists a sequence (tn)n∈N such that
tn = o(wn) and wnγ(n, tn)→ 0 when n→∞.

Consider the sequence (tn)n∈N used in condition Дqn(un, wn) and let (kn)n∈N be another
sequence, such that

kn →∞ and kntn = o(wn). (2.9)
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Condition (Д′qn(un, wn)). We say that Д′qn(un, wn) holds for the stochastic process (Xn)n∈N
if there exists a sequence (kn)n∈N satisfying (2.9) such that

lim
n→∞

wn

bwn/knc−1∑
j=qn+1

µ
(
Aqn,n ∩ T−j (Aqn,n)

)
= 0. (2.10)

Condition Дqn(un, wn) establishes an asymptotic independence between the occurrence of
the event Aqn,n and the absence of occurrences of such an event in the time interval [t, t +
`). In other words, if after an exceedance, we do not observe another exceedence for a run
of qn observations, then the non-occurrence of another closure of cluster of exceedances is
asymptotically independent. On other hand, condition Д′qn(un, wn) guarantees that clusters
of exceedances are well spaced along the time line, excluding the possibility of concentration
of clusters.

Using O’Brien’s formula, [23], we may define a finite time approximation of the EI, which we
denote by θn, namely,

θn :=
µ (Aqn,n)

µ(Un)
. (2.11)

When the limit exists, we define:
θ = lim

n→∞
θn. (2.12)

The existence of a limiting law for Mwn is guaranteed by the following result.

Theorem 2.1. Let (Xn)n∈N be a stochastic process constructed as in (2.1). Consider the
sequences (un)n∈N and (wn)n∈N satisfying (2.3) for some τ ≥ 0. Assume that conditions
Дqn(un, wn) and Д′qn(un, wn) hold for some qn ∈ N0 satisfying (2.5). Moreover, assume that
the sequence (θn)n∈N defined in (2.11) converges to some 0 ≤ θ ≤ 1, i.e., θ = limn→∞ θn.
Then,

lim
n→+∞

µ(Mwn ≤ un) = e−θτ .

The proof of this theorem follows from an easy adjustment of the proof of [21, Corollary 4.1.7].
The use of θ for the limit in (2.12) is justified by the previous theorem, which establishes that
this limit (when it exists) can be identified as being the EI.

2.2. Applications to systems defined in a two-dimensional space. The objective of this
section is to achieve a set of sufficient conditions that guarantee that conditions Дqn(un, wn)
and Д′qn(un, wn) hold for a class of systems defined in a two-dimensional space with some sort
of decay of correlations against L1.

Definition 2.2 (Decay of correlations). Let C1, C2 denote Banach spaces of real valued mea-
surable functions defined on X . We denote the correlation of non-zero functions φ ∈ C1 and
ψ ∈ C2 with respect to a measure µ as

Corµ(φ, ψ, n) :=
1

‖φ‖C1‖ψ‖C2

∣∣∣∣∫ φ (ψ ◦ Tn) dµ−
∫
φ dµ

∫
ψ dµ

∣∣∣∣ .
We say that the dynamical system (X ,B, T, µ) has decay of correlations, with respect to the
measure µ, for observables in C1 against observables in C2 if there exists a rate function
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ρ : N→ R, with
lim
n→∞

ρ(n) = 0,

such that, for every φ ∈ C1 and every ψ ∈ C2, we have

Corµ(φ, ψ, n) ≤ ρ(n).

In the remaining of this article we may use the notation ρn to represent ρ(n).

We will work with systems that have decay of correlations of functions of Bounded Variation
or quasi-Hölder functions, which we define below, against observables in L1(µ). Hence, in our
applications we will always have C2 = L1(µ).

Definition 2.3. Given a potential ψ : I → Rn on an interval I, the variation of ψ is defined
as

Var(ψ) := sup

{
n−1∑
i=0

|ψ(xi+1)− ψ(xi)|

}
,

where the supremum is taken over all finite ordered sequences (xi)
n
i=0 ⊂ I.

We use the norm ‖ψ‖BV = sup |ψ|+ Var(ψ), which makes the space of functions of Bounded
Variation, BV := {ψ : I → R : ‖ψ‖BV <∞}, into a Banach space.

Definition 2.4. Given an observable ψ : I → Rn and a Borel set Z ⊆ Rn, we define the
oscillation of ψ ∈ L1(µ) over Z as

osc(ψ,Z) := ess
Z

sup ψ − ess
Z

inf ψ.

It is possible to verify that x 7→ osc(ψ,Bε(x)) is a measurable function (see [24, Proposition
3.1]). Consider real numbers 0 < α ≤ 1 and ε0 > 0, the α - seminorm of ψ is defined as

|ψ|α = sup
0<ε≤ε0

ε−α
∫
Rn

osc(ψ,Bε(x))dµ.

The space of functions with bounded α-seminorm is represented by

Vα =
{
ψ ∈ L1(µ) : |ψ|α <∞

}
.

If we endow Vα with the norm
‖.‖α = ‖.‖L1(µ) + |.|α

then, it becomes a Banach space called the space of quasi-Hölder functions.

We will be considering two-dimensional dynamical systems that are constructed as the di-
rect product of uni-dimensional maps. Consider the dynamical systems (X ,B, T1, µ) and
(X ,B, T2, µ). From these maps, we define the product map T : X 2 → X 2 by

T (x1, x2) = (T1(x1), T2(x2)) , (2.13)

whose invariant measure is µ× µ.
Choosing an observable ψ : X 2 → R, we will see that conditions Дqn(un, wn) and Д′qn(un, wn)
hold for the stochastic process (Xn)n = (ψ ◦ Tn)n and follow from the decay of correlations
mentioned above. Moreover, we will show that is possible to prove that condition Д′qn(un, wn)
holds using only the decay of correlations of the maps T1 and T2. For that purpose, let ϕ1
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and ϕ2 be two observables achieving a global maximum on the setsM1 andM2, respectively,
and define the stochastic processes

X1
n = ϕ1 ◦ Tn1 (x) and X2

n = ϕ2 ◦ Tn2 (x), for each n ∈ N

Let (un)n∈N be a sequence of thresholds and consider the sets

UT1n = {x ∈ X : ϕ1(x) > un} and UT2n = {x ∈ X : ϕ2(x) > un}

associated with X1 and X2, respectively.

Assume that the observable ψ achieves a global maximum on the setM1×M2, such that the
set Un = {x ∈ X 2 : ψ(x) > un} can be written as

Un = UT1n × UT2n . (2.14)

Denoting the measure µ × µ by µ2 and using the setting presented above and under the
hypothesis of decay of correlations against L1 of the maps involved, the next result gives
sufficient conditions for Дqn(un, wn) and Д′qn(un, wn) to hold.

Theorem 2.5. Let T be a dynamical system defined as in (2.13) and consider an observable
ψ, achieving a global maximum on a set M1 ×M2. Let (Xn)n∈N be the stochastic process
given by (2.1) and consider sequences (un)n∈N, (wn)n∈N and (qn)n∈N such that (2.3), (2.5) and
(2.14) hold. Assume that T has decay of correlations of functions in C1 against observables in
L1(µ2) and that T1 and T2 have decay of correlations of functions in C2 against observables in
L1(µ). If,

(1) lim
n→∞

‖1Aqn,n‖C1wnρ(tn) = 0 or lim
n→∞

wn
(
‖1Un‖C1ρ(tn) + 2µ2(Un \ Aqn,n)

)
= 0, for

some sequence (tn)n∈N such that tn = o(wn)

(2) lim
n→∞

∥∥∥1
U

T1
n

∥∥∥
C2
µ
(
UT2n

) ∞∑
j=qn

ρ1
j = 0

(3) lim
n→∞

∥∥∥1
U

T2
n

∥∥∥
C2
µ
(
UT1n

) ∞∑
j=qn

ρ2
j = 0

(4) lim
n→∞

∥∥∥1
U

T1
n

∥∥∥
C2

∥∥∥1
U

T2
n

∥∥∥
C2

∞∑
j=qn

ρ1
jρ

2
j = 0

then conditions Дqn(un, wn) and Д′qn(un, wn) are satisfied. Furthermore, if the sequence
(θn)n∈N defined in (2.11) converges to some 0 ≤ θ ≤ 1 then

lim
n→∞

µ2(Mwn ≤ un) = e−θτ .

Proof. The dynamical system T has decay of correlations, with respect to the measure µ2, for
functions in C1 against observables in L1(µ2). Denote the correspondent rate function by ρ.

Similarly, the maps T1 and T2 have decay of correlations, with respect to the measure µ,
for functions in C2 against observables in L1(µ). Let ρ1 and ρ2 denote the respective rate
functions.

By Theorem 2.1, we only need to check that the stochastic process (Xn)n∈N satisfies conditions
Дqn(un, wn) and Д′qn(un, wn).
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Consider φ = 1Aqn,n and ψ = 1Wt,`(Aqn,n) in Definition 2.2. Then, from the decay of correla-
tions against L1, it follows that there exists C > 0, such that, for any positive numbers ` and
t, we have

|µ2(Aqn,n ∩Wt,`(Aqn,n))− µ2(Aqn,n)µ2(W0,`(Aqn,n))|

=

∣∣∣∣∫
X 2

1Aqn,n · (1W0,`(Aqn,n) ◦ T t)dµ2 −
∫
X 2

1Aqn,ndµ
2

∫
X 2

1W0,`(Aqn,n)dµ
2

∣∣∣∣
≤ C‖1Aqn,n‖C1ρ(t).

If there exists a sequence (tn)n∈N such that tn = o(wn) and limn→∞ ‖1Aqn,n‖C1wnρtn = 0,
which is the content of hypothesis (1), then condition Дqn(un, wn) follows.

To verify the alternate version of hypothesis (1), consider φ = 1Un\Aqn,n∪Aqn,n
and ψ =

1Wt,`(Aqn,n) in Definition 2.2. Then, there exists a C > 0, such that, for any positive numbers
` and t,

|µ2((Un \ Aqn,n ∪ Aqn,n) ∩Wt,`(Aqn,n))− µ2((Un \ Aqn,n ∪ Aqn,n))µ2(W0,`(Aqn,n))|
≤ C‖1Un‖C1ρ(t). (2.15)

Since Un \ Aqn,n and Aqn,n are disjoint, we have that

|µ2((Un \ Aqn,n ∪ Aqn,n) ∩Wt,`(Aqn,n))− µ2((Un \ Aqn,n ∪ Aqn,n))µ2(W0,`(Aqn,n))|
=|µ2((Un \ Aqn,n ∩Wt,`(Aqn,n)) ∪ (Aqn,n ∩Wt,`(Aqn,n)))− µ2(Un \ Aqn,n ∪ Aqn,n)µ2(W0,`(Aqn,n))|
=|µ2(Un \ Aqn,n ∩Wt,`(Aqn,n))− µ2(Un \ Aqn,n)µ2(W0,`(Aqn,n))

+ µ2(Aqn,n ∩Wt,`(Aqn,n))− µ2(Aqn,n)µ2(W0,`(Aqn,n))|.

Let A := µ2(Un \ Aqn,n ∩ Wt,`(Aqn,n)) − µ2(Un \ Aqn,n)µ2(W0,`(Aqn,n)) and B := µ2(Aqn,n ∩
Wt,`(Aqn,n))− µ2(Aqn,n)µ2(W0,`(Aqn,n)), then using (2.15), we obtain that

|A+B|+ |A| ≤ C‖1Un‖C1ρ(t) + |A|.
Using the triangle inequality,

|A| ≤ 2µ2(Un \ Aqn,n)

and
|B| ≤ |A+B|+ |A| ≤ C‖1Un‖C1ρ(t) + 2µ2(Un \ Aqn,n).

Using again the triangle inequality, we finally achieve that

|µ2(Aqn,n ∩Wt,`(Aqn,n))− µ2(Aqn,n)µ2(W0,`(Aqn,n))| ≤ C‖1Un‖C1ρ(t) + 2µ2(Un \ Aqn,n).

Therefore, condition Дqn(un, wn) follows if there exists a sequence (tn)n∈N such that tn = o(wn)
and

lim
n→∞

wn
(
‖1Un‖C1ρ(tn) + 2µ2(Un \ Aqn,n)

)
= 0.

To prove condition Д′qn(un, wn), we start by noting that, due to (2.14) and since Aqn,n ⊆ Un,
we have that

µ2
(
Aqn,n ∩ T−j(Aqn,n)

)
≤ µ2

(
(UT1n × UT2n ) ∩ T−j(UT1n × UT2n )

)
= µ2

(
(UT1n × UT2n ) ∩ (T−j1 (UT1n )× T−j2 (UT2n ))

)
= µ

(
UT1n ∩ T

−j
1 (UT1n )

)
µ
(
UT2n ∩ T

−j
2 (UT2n )

)
.
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The last inequality allows us to write

wn

bwn/knc∑
j=qn+1

µ2
(
Aqn,n ∩ T−j(Aqn,n)

)
≤ wn

bwn/knc∑
j=qn+1

µ
(
UT1n ∩ T−j(UT1n )

)
µ
(
UT2n ∩ T−j(UT2n )

)
.

(2.16)

Take φ = ψ = 1
U

T1
n
, in Definition 2.2, to obtain that

µ
(
UT1n ∩ T

−j
1 (UT1n )

)
=

∫
X
φ · (φ ◦ T j1 )dµ ≤

(
µ(UT1n )

)2
+
∥∥∥1

U
T1
n

∥∥∥
C2
µ
(
UT1n

)
ρ1(j). (2.17)

Likewise, choosing φ = ψ = 1
U

T2
n
, in Definition 2.2, we obtain that

µ
(
UT2n ∩ T

−j
2 (UT2n )

)
=

∫
X
φ · (φ ◦ T j2 )dµ ≤

(
µ(UT2n )

)2
+
∥∥∥1

U
T2
n

∥∥∥
C2
µ
(
UT2n

)
ρ2(j). (2.18)

Take (kn)n∈N as in (2.9) and consider tn as above. Recalling that limn→∞wnµ(Un) = τ and
combining (2.16), (2.17) and (2.18), we can state that

wn

bwn/knc∑
j=qn+1

(
µ(UT1n )2 +

∥∥∥1
U

T1
n

∥∥∥
C2
µ(UT1n )ρ1

j

)(
µ(UT2n )2 +

∥∥∥1
U

T2
n

∥∥∥
C2
µ(UT2n )ρ2

j

)

≤ τ2

kn
+ τ

∥∥∥1
U

T2
n

∥∥∥
C2
µ
(
UT1n

) ∞∑
j=qn

ρ2
j + τ

∥∥∥1
U

T1
n

∥∥∥
C2
µ
(
UT2n

) ∞∑
j=qn

ρ1
j + τ

∥∥∥1
U

T1
n

∥∥∥
C2

∥∥∥1
U

T2
n

∥∥∥
C2

∞∑
j=qn

ρ1
jρ

2
j .

Hence, condition Д′qn(un, wn) holds if we can verify the following conditions,

lim
n→∞

∥∥∥1
U

T1
n

∥∥∥
C2
µ
(
UT2n

) ∞∑
j=qn

ρ1
j = 0

lim
n→∞

∥∥∥1
U

T2
n

∥∥∥
C2
µ
(
UT1n

) ∞∑
j=qn

ρ2
j = 0 (2.19)

lim
n→∞

∥∥∥1
U

T1
n

∥∥∥
C2

∥∥∥1
U

T2
n

∥∥∥
C2

∞∑
j=qn

ρ1
jρ

2
j = 0.

�

Assuming that relation (2.14) holds, one can estimate the level of clustering associated with
(Xn)n by means of the cluster level appearing in the processes (X1

n)n and (X2
n)n.

For that purpose, let AT1qn,n and AT2qn,n represent the sets Aqn(UT1n ) and Aqn(UT2n ), respectively.

Let (qn)n∈N and (q∗n)n∈N be sequences and denote by θ1 and θ2 the following limits:

θ1 := lim
n→∞

µ(AT1qn,n)

µ(UT1n )
and θ2 := lim

n→∞

µ(AT2q∗n,n)

µ(UT2n )
(2.20)

The product structure of the maximal set, M1 ×M2, allows for a decomposition of Aqn,n
using AT1qn,n and AT2q∗n,n. Such fact, is the base of the following result.



10 A. C. M. FREITAS, J. M. FREITAS, AND J.V. SOARES

Theorem 2.6. Let T be a dynamical system defined as in (2.13) and consider an observable
ψ, achieving a global maximum on a set M1 ×M2. Let (Xn)n∈N be the stochastic process
constructed as in (2.1) and consider sequences (un)n∈N, (wn)n∈N, (qn)n∈N and (q∗n)n∈N, such
that (2.3), (2.5) and (2.14) hold.

(1) assume that q∗n ≥ qn for all n larger than some n∗ ∈ N; assume further that conditions
Дqn(un, wn) and Д′qn(un, wn) hold for (Xn)n, the limit (2.12) exists and the limits in
(2.20) also exist, then

lim
n→∞

µ2(Mwn ≤ un) = e−θτ , (2.21)

where

θ > θ1 + θ2 − θ1θ2. (2.22)

(2) if θ1 = 1 in (2.20) and the conditions Дqn(un, wn) and Д′qn(un, wn) hold for (Xn)n or
if θ2 = 1 in (2.20) and the conditions Дq∗n(un, wn) and Д′q∗n(un, wn) hold for (Xn)n,
then

lim
n→∞

µ2(Mwn ≤ un) = e−τ . (2.23)

Proof. Since conditions Дqn(un, wn) and Д′qn(un, wn) hold, then Theorem 2.1 gives (2.23).
Hence, in order to prove (1), we are left with the proof of the lower bound for θ stated in
(2.22).

Let x = (a, b) be a point in Un and assume that T j1 (a) ∈ (UT1n )c or T j2 (b) ∈ (UT2n )c, for all
j ≤ qn. This implies that x ∈ T−j(U cn), for all j ≤ qn and consequently x ∈ Aqn,n. Therefore,(

AT1qn,n × U
T2
n

)
∪
(
UT1n ×AT2qn,n

)
⊆ Aqn,n. (2.24)

Moreover, since for all n > n∗ we have that q∗n ≥ qn, then we obtain that(
AT1qn,n × U

T2
n

)
∪
(
UT1n ×A

T2
q∗n,n

)
⊆ Aqn,n. (2.25)

But, the union of sets described above is not disjoint. The elements of the set AT1qn,n ×A
T2
q∗n,n

are being counted twice in (2.25). Hence, we can write, for all n sufficiently large,

µ2(Aqn,n) ≥ µ(AT1qn,n)µ(UT2n ) + µ(AT2q∗n,n)µ(UT1n )− µ(AT1qn,n)µ(AT2q∗n,n).

Using O’Brien’s formula, we obtain a lower bound for θ,

lim
n→∞

θn = lim
n→∞

µ2(Aqn,n)

µ2(Un)

≥ lim
n→∞

µ(AT1qn,n)µ(UT2n ) + µ(AT2q∗n,n)µ(UT1n )− µ(AT1qn,n)µ(AT2q∗n,n)

µ(UT1n )µ(UT2n )

≥ θ1 + θ2 − θ1θ2.
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Now, we prove (2) and assume that θ1 and both Дqn(un, wn) and Д′qn(un, wn) hold for (Xn)n.
Note that, by (2.24), we have

lim
n→∞

θn ≥ lim
n→∞

µ(AT1qn,n)µ(UT2n ) + µ(AT2qn,n)µ(UT1n )− µ(AT1qn,n)µ(AT2qn,n)

µ(UT1n )µ(UT2n )

= θ1 + lim
n→∞

µ(AT2qn,n)

µ(UT2n )

(
1−

µ(AT1qn,n)

µ(UT1n )

)
.

By assumption θ1 = limn→∞
µ(AT1

qn,n)

µ(U
T1
n )

= 1 and, since 0 ≤ µ(AT2
qn,n)

µ(U
T2
n )
≤ 1 by definition of the sets

UT2n and AT2qn,n, we conclude that
lim
n→∞

θn ≥ 1.

But by definition of θn it is clear that θn ≤ 1, for all n ∈ N. It follows that the EI exists and
θ = limn→∞ θn = 1.

If θ2 = 1 and Дq∗n(un, wn) and Д′q∗n(un, wn) hold for (Xn)n, instead, then the same argument
with the necessary adjustments would also lead to the conclusion that the EI exists and is
equal to 1. �

3. Fractal Landscapes in two-dimensional Spaces

The starting point of this section is the ternary Cantor set that we denote by C. Recall that,
to construct this set we start with C0 := [0, 1] and, by removing the middle third of this
interval, we construct the first approximation of C designated by C1. From this point we start
an iterative process, where the approximation Cn is constructed by removing the middle third
of each connected component of Cn−1. The result of this process, illustrated in Figure 1, is
the set C = ∩n≥1Cn.

[0, 1]

C1

C2

C3

Figure 1. The construction of the ternary Cantor set.

For each n ∈ N, let Bn := Cn−1 \ Cn. We point out that, the sets Bn correspond to the gaps
of the set C that are formed at the n-th approximation of its construction. The Cantor ladder
function, ϕ is defined as

ϕ(x) =

{
n, if x ∈ Bn, n = 1, 2, 3 . . .
∞, otherwise. (3.1)
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The function ϕ(x) achieves its maximum value, ∞, if and only if x belongs to the Cantor set.

From the Cantor set C, we can define a new fractal set given by C := C × C. This set, usually
called Cantor dust, is a self-similar set contained in the two-dimensional space [0, 1] × [0, 1].
The Cantor dust can be seen as the final product of an algorithmic construction similar to
the one presented for C. One can define the n-th approximation of C, denoted by Cn, as the
product Cn × Cn. The set C can then be described as ∩n≥1Cn.

Using the Cantor ladder function we construct an observable, ψ : [0, 1]2 → R, whose maximal
setM is exactly C in the following way:

ψ(x, y) =

{
n, if min(ϕ(x), ϕ(y)) = n
∞, otherwise. (3.2)

Figure 2. The observable ψ.

The two-dimensional dynamical systems that we will consider are given by,

T : [0, 1]2 −→ [0, 1]2

(x, y) 7→ (m1 · x mod 1,m2 · y mod 1), (3.3)

where m1,m2 ∈ N.

From this point on, we will use Leb to denote the Lebesgue measure in R. The systems in
(3.3) preserve the product measure Leb× Leb, which we will denote by Leb2 and belong to a
larger class of maps defined by Saussol in [24]. Moreover, following the setting presented by
Saussol, it is possible to prove that these systems have decay of correlations for quasi-Hölder
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observables against L1(Leb2) where the parameter α associated with the norm of the space of
quasi-Hölder functions is equal to 1.

To be coherent with what was written in the last section, the natural choice for the maps
T1 and T2 are the uniformly expanding maps m1 · x mod 1 and m2 · y mod 1, respectively.
For these maps it was proved in [13] the existence of a limiting extreme value law for the
stochastic process (X1

n)n = (ϕ ◦ Tn1 )n. Moreover, we were able to link the value of the EI
to the compatibility between the maximal set of ϕ and the dynamics, i.e, how relevant is
T−j1 (M) ∩M when compared withM itself.

Since for the observable ϕ, the maximal set is equal to C and using the fact that C has a
thickness not less than 1, the relevance of the intersection T−j1 (M) ∩ M was measured in
terms of the comparison between the box dimension of C and T−j1 (C) ∩ C.

It was shown that if the box dimension of T−j1 (C) ∩ C was lower than the box dimension of
the Cantor set, which happens if m1 6= 3k for all k ∈ N, this would lead to an EI equal to 1.
However, when T−j1 (C) = C, which happens if m1 = 3k for some k ∈ N, then the set C was
playing the role of a periodic point. This creates a clustering effect due to the recurrence of
the maximal set to itself and consequently the EI would be strictly smaller than 1 and equal
to 1− (2/3)k.

The main goal of this paper is to show that similar results hold when dealing with an ob-
servable whose maximal set is contained in a 2-dimensional space, as is the case of C. We
will demonstrate that if m1 = 3k1 and m2 = 3k2 , for some k1, k2 in N, then there exists full
compatibility between C and T−j(C).

Theorem 3.1. Consider the stochastic process (Xn)n∈N given as in (2.1) for the observable
function ψ, defined in (3.2), and the dynamical system T , defined in (3.3), with m1 = 3k1 and
m2 = 3k2, for some k1, k2 in N satisfying

1 +
min{k1, k2}
max{k1, k2}

> log3(4). (3.4)

Consider a sequence of thresholds (un)n∈N such that un = n and a sequence of times (wn)n∈N,
such that wn =

⌊
τ (3/2)2n

⌋
.

Then, condition (2.3) holds and

lim
n→∞

Leb2(Mwn ≤ n) = e
−
(

1− 2k1+k2

3k1+k2

)
τ
.

On other hand, we will show that when bothm1 andm2 cannot be written as 3k for any integer
k, the compatibility between T and C is broken.1 The result is an insignificant clustering effect
which, in the limit, will lead to an EI equal to 1.

Theorem 3.2. Consider the stochastic process (Xn)n∈N given as in (2.1) for the observable
function ψ, defined in (3.2), and the dynamical system T defined in (3.3), where m1 and m2

1We recall that, by compatibility between the maximal set and the dynamics, we mean how much of the
maximal set is being preserved upon iteration of the set by the dynamics. High compatibility means that
a significant portion of the maximal set is preserved by the dynamics, which leads to a smaller EI and the
existence of clustering.
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cannot be written as 3k, for any k ∈ N. Set un = n and let (wn)n∈N be a sequence of times,
such that wn =

⌊
τ (3/2)2n

⌋
.

Then, condition (2.3) holds and

lim
n→∞

Leb2(Mwn ≤ n) = e−τ .

We will also be considering the case where the map T is such that m1 = 3k, for some k ∈ N,
and m2 cannot be written in the form 3j for any j ∈ N. This case represents a middle ground
between the two theorems presented above. On one hand, we should expect clustering to
appear, due to compatibility between T1 and the Cantor set C, however, the incompatibility
between T2 and C is enough to guarantee the absence of clustering in the stochastic process
(Xn)n.

Theorem 3.3. Consider (Xn)n∈N to be the stochastic process given by (2.1) for the dynamical
system T defined in (3.3), where m1 = 3k and m2 cannot be written as 3j , for any j ∈ N.
Moreover, assume that k and m2 satisfy the inequality

1 + k
log 3

logm2
> log3 4. (3.5)

Set un = n and let (wn)n∈N be a sequence of times, such that wn =
⌊
τ (3/2)2n

⌋
.

Then, condition (2.3) holds and

lim
n→∞

Leb2(Mwn ≤ n) = e−τ .

The strategy used to prove these statements follows the same lines taken in [13], where we
proved a result that gives sufficient conditions for the existence of an EVL when M is a
dynamically generated Cantor set Λ, i.e., a Cantor set which is the attractor of a certain
Iterated Function System (IFS). This IFS was then used to construct a map T̄ such that, for
all j, T̄−j(Λ) = Λ, which results in a closed formula for the value of the EI. We build up
on these results to achieve similar conditions that guarantee the existence of an EVL with a
non-trivial EI whenM is the product of two dynamically generated Cantor sets.

To prove Theorem 3.2 and Theorem 3.3, we will rely on Theorem 2.6. This result, when used
in conjunction with the previous mentioned results presented in [13], is sufficient to guarantee
the existence of an EVL with θ equal to 1.

Remark 3.4. It will be clear in the proof of Theorems 3.1 and 3.3 that the technical conditions
(3.4) and (3.5) assure the existence of sufficient expansion of the maps to prove conditions
Дqn(un, wn) and Д′qn(un, wn) and establish the existence of EVL. However, this technical
conditions are not important in the results regarding the value of the EI. The considerations
made here regarding θ should hold in a much broader context.

4. Clustering and Fractal Landscapes

In this section, we prove a general result, Theorem 4.2, which gives the existence of an Extreme
Value Law, when M is a product of dynamically generated Cantor sets and the thriving
dynamics is compatible with that structure and, therefore, responsible for the appearance of
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clustering. Theorem 3.1 follows from Theorem 4.2, whenM = C×C is taken as the particular
case corresponding to the Cantor dust set.

We will start by defining the concept of dynamically generated Cantor sets, which can be
identified as the survivor sets of a certain dynamics. This identification allows to construct
dynamical systems that are compatible with the fractal structure of these sets, leading to the
appearance of an EI smaller than one.

Consider a finite family of C1 diffeomorphisms on [0, 1], F = {f1, f2, . . . , fs}, where

|fi(x)− fi(y)| ≤ λi|x− y|,

for some ratio λi < 1.

Assume further, that the intersection of the images of any two of these contractions is disjoint.
When defined in this way, the family F defines an Iterated Function System (IFS), that
satisfies enough regularity conditions for the existence of a unique compact set, Λ, satisfying
the equation

Λ = ∪si=1fi(Λ).

For more details on IFS we refer to [8, Chapter 9].

This set Λ can be called a dynamically generated Cantor set, since it can be identified as the
survivor set of a dynamical system G : R→ R defined as

G(x) =

{
f−1
i (x), if x ∈ fi([0, 1])

2, otherwise .

Under this interpretation, Λ can be technically described as the set of points in [0, 1] whose
orbit by G(x) never leaves this interval, that is

Λ = {x ∈ [0, 1] : Gn(x) ∈ [0, 1], for all n ∈ N}.

Let Λ0 = [0, 1] and set for all n ∈ N,

Λn = G−1(Λn−1) = {x ∈ [0, 1] : Gl(x) ∈ [0, 1], for all l = 1, . . . , n}.

When defined this way, Λn represents the n-th approximation to Λ allowing us to write that
Λ = ∩n≥0Λn.

The setting above was the starting point that allowed us, in [13], to define a dynamics T̄ that
is fully compatible with the set Λ. Such dynamics is constructed using the dynamical system
G(x) in the following way.

Set Ji = fi([0, 1]) and let I denote a connected component of [0, 1]\∪si=1Ji and consider gI(x)
to be a linear function that maps I onto [0, 1]. With this notation, we define F : [0, 1]→ [0, 1]
as

F (x) =

{
G(x), if x ∈ ∪si=1Ji
gI(x), if x ∈ I, where I is a connected component of [0, 1] \

⋃s
i=1 Ji

.

The function F is a piecewise uniformly expanding map and therefore admits an absolutely
continuous invariant measure µ. Also, accordingly to [5, Corollary 8.3.1] this maps have decay
of correlations of BV observables against L1(µ).

The dynamics T̄ is constructed by setting T̄ = F k, for some k ∈ N. In [13] it was proved a
result that asserts the compatibility of T̄ with Λ, which we transcribe here.



16 A. C. M. FREITAS, J. M. FREITAS, AND J.V. SOARES

Lemma 4.1. If j ≤ n/k, then, T̄−j(Λn) ∩ Λn = Λn+kj .

Note that, in particular, Lemma 4.1 implies that T̄−j(Λ) = Λ. As pointed out before, it was
this recurrence effect that resulted in an EI smaller than 1 for the case whereM = Λ is defined
to be the maximal set of the observable.

4.1. Extreme laws and product of dynamically generated Cantor sets. In what fol-
lows, we consider two dynamically generated sets, Λ1 and Λ2, with associated compatible
maps denoted, respectively, by T1 = F k11 and T2 = F k22 , for k1, k2 ∈ N. The direct product of
Λ1 and Λ2, represented by Σ, is a fractal set contained in [0, 1]2. The n-th approximation to
Σ is defined as Σn = Λ1,n×Λ2,n, where Λ1,n and Λ2,n represent the n-th approximation of Λ1

and Λ2, respectively.

Consider the map T : [0, 1]2 → [0, 1]2, given by

T (x, y) = (T1(x), T2(y)). (4.1)

Due to the product structure present in Σ, we can use Lemma 4.1 to establish the compatibility
between T and Σ.

Let k = max{k1, k2}, we claim that, if j ≤ n/k, then

T−j(Σn) ∩ Σn = Λ1,n+k1j × Λ2,n+k2j . (4.2)

Using the properties of the direct product we write that

T−j(Σn) ∩ Σn =
(
T−j1 (Λ1,n) ∩ Λ1,n

)
×
(
T−j2 (Λ2,n) ∩ Λ2,n

)
. (4.3)

Applying Lemma 4.1 to (4.3), we obtain that

T−j(Σn) ∩ Σn = Λ1,n+k1j × Λ2,n+k2j

and the claim follows.

Again, these results imply that T−j(Σ) = Σ and clustering is to be expected when Σ is defined
to be the maximal set of the considered observable.

To construct an observable whose maximal set is Σ, we use the function ϕ̂Λ defined as,

ϕ̂Λ(x) =

{
n, if x ∈ Λn \ Λn+1, n = 1, 2, 3 . . .
∞, otherwise.

The observable that we will be considering depends on the chosen sets Λ1 and Λ2 and is
constructed as

ψ̂(x, y) =

{
n, if min(ϕ̂Λ1(x), ϕ̂Λ2(y)) = n
∞, otherwise. (4.4)

The maximal set of this observable is, precisely, the set Σ. Moreover, the functions ϕ and
ψ defined in (3.1) and (3.2), respectively, are particular cases of ϕ̂ and ψ̂, when Λ1 and Λ2

coincide with the ternary Cantor set C.
The map T is a multidimensional piecewise expanding map as defined by Saussol in [24].
Consequently, it has decay of correlations for quasi-Hölder observables against L1, with respect
to the invariant measure µ× µ denoted by µ2. This allows us to prove the following Theorem
that establishes sufficient conditions for the existence of an EVL, when the maximal set of the
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observable is the product of two dynamically generated Cantor sets. Furthermore, if the EI
exists, this Theorem provides a closed formula for its calculation.

Theorem 4.2. Consider (Xn)n∈N to be the stochastic process constructed as in (2.1) for the
dynamical system T in (4.1) and the observable ψ̂ in (4.4). Consider a sequence of thresholds
(un)n∈N and a sequence (wn)n∈N such that,

wn =
⌊
τ
[
µ(Λ1,bunc)µ(Λ2,bunc)

]−1
⌋
.

Let k = max{k1, k2} and consider a sequence (qn)n∈N as in (2.5) satisfying 1 ≤ qn ≤ un/k.
Assume there exists (tn)n∈N, where tn = o(wn), such that the following conditions hold:

(1) lim
n→∞

‖1Aqn,n‖αwnρ(tn) = 0 for some 0 < α ≤ 1

(2) lim
n→∞

∥∥∥1
U

T1
n

∥∥∥
BV

µ
(
UT2n

) ∞∑
j=qn

ρ1
j = 0

(3) lim
n→∞

∥∥∥1
U

T2
n

∥∥∥
BV

µ
(
UT1n

) ∞∑
j=qn

ρ2
j = 0

(4) lim
n→∞

∥∥∥1
U

T1
n

∥∥∥
BV

∥∥∥1
U

T2
n

∥∥∥
BV

∞∑
j=qn

ρ1
jρ

2
j = 0.

Furthermore, assume that there exists 0 ≤ θ ≤ 1 such that

θ = lim
n→∞

µ2(Σbunc \ (Λ1,bunc+k1 × Λ2,bunc+k2))

µ2(Λ1,bunc × Λ2,bunc)
.

Then,
lim
n→∞

µ2(Mwn ≤ n) = e−θτ .

Proof. Start by considering a sequence of thresholds (un)n∈N. Due to the definition of ϕΛ,

UT1n = {x ∈ [0, 1] : ϕ̂Λ1(x) > un} = Λ1,bunc

and
UT2n = {y ∈ [0, 1] : ϕ̂Λ2(y) > un} = Λ2,bunc.

By construction of ψ̂, the point (x, y) ∈ [0, 1]2 satisfies the inequality, ψ̂(x, y) > un, if and
only if ϕΛ1(x) > un and ϕΛ2(y) > un. Hence,

Un =
{

(x, y) ∈ [0, 1]2 : ψ̂(x, y) > un

}
= Λ1,bunc × Λ2,bunc = UT1n × UT2n .

Moreover, condition (2.3) is verified since,

wnµ
2(Un) =

⌊
τ(µ(Λ1,bunc)µ(Λ2,bunc))

−1
⌋
µ(Λ1,bunc)µ(Λ2,bunc) −−−→n→∞

τ.

The maps T1 and T2 have decay of correlations for observables in BV against L1(µ). Moreover,
the dynamics T has decay of correlations for quasi-Hölder observables against L1(µ × µ).
Denote the rate functions of T1, T2 and T by ρ1, ρ2 and ρ, respectively. Together with
Theorem 2.5, we obtain that conditions (1) through (4) guarantee that conditions Дqn(un, wn)
and Д′qn(un, wn) hold.
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Noting that, Λ1,i+i∗ × Λ2,j+j∗ ⊆ Λ1,i × Λ2,j , for all i, i∗, j, j∗ ∈ N and using relation (4.2), we
establish that

Aqn,n = Σbunc \
(
Λ1,bunc+k1 × Λ2,bunc+k2

)
.

for all qn satisfying 1 ≤ qn ≤ un/k.
The value of the EI follows from O’Brien’s formula. �

4.2. Application to the Cantor dust. We are now in conditions to use Theorem 4.2 to
prove Theorem 3.1.

Proof of Theorem 3.1. The set C is dynamically generated by the IFS f1 = x/3 and f2 =
x/3 + 2/3. Theorem 3.1 follows by taking Λ1 = Λ2 = C and applying Theorem 4.2.

The map considered is T = (T1(x), T2(y)) where T1(x) = 3k1x mod 1 and T2(x) = 3k2x
mod 1, for k1, k2 ∈ N satisfying

1 +
min{k1, k2}
max{k1, k2}

> log3(4).

Observe that, the invariant measure associated with T is Leb2 and the invariant measure
associated with T1 and T2 is Leb. Set un = n, wn = bτ(2/3)−2nc and qn = bn/kc, where
k = max{k1, k2} and observe that,

UT1n = UT2n = Cn.

Consequently,

µ(UT1n ) = µ(UT2n ) =

(
2

3

)n
and

∥∥∥1
U

T1
n

∥∥∥
BV

=
∥∥∥1

U
T2
n

∥∥∥
BV
≤ 2n+1.

The maps T1 and T2 have decay of correlations of BV observables against L1(Leb), with rate
functions ρ1

n = (1/3)k1n and ρ2
n = (1/3)k2n. It is necessary to show that conditions (2) through

(4) of Theorem 4.2 hold.

Making the necessary substitutions, there exist constants C,C ′, C ′′ > 0 such that,

lim
n→∞

∥∥∥1
U

T1
n

∥∥∥
BV

Leb(UT1n )
∞∑
j=qn

ρ1
j ≤ C lim

n→∞

4n

3n(1+k1/k)
= 0

lim
n→∞

∥∥∥1
U

T2
n

∥∥∥
BV

Leb(UT2n )
∞∑
j=qn

ρ2
j ≤ C ′ lim

n→∞

4n

3n(1+k2/k)
= 0

and

lim
n→∞

∥∥∥1
U

T1
n

∥∥∥
BV

∥∥∥1
U

T2
n

∥∥∥
BV

∞∑
j=qn

ρ1
jρ

2
j ≤ C ′′ lim

n→∞

4n

3n(k1/k+k2/k)
= 0.

Therefore, considering the restrictions imposed on k1 and k2, conditions (2)− (4) hold.

The next step is to prove that condition (1) of Theorem 4.2 holds. For that purpose, it is
necessary to estimate ‖1Aqn,n‖α. Let C(A) denote the number of connected components of a
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set A and P denote the maximum perimeter of the connected components of Aqn,n. Then, for
a given 0 < α ≤ 1 and ε0 > 0,

|1Aqn,n |α ≤ sup
0<ε≤ε0

ε−α (εC(Aqn,n)P ) .

Hence, we achieve that
|1Aqn,n |α ≤ PC(Aqn,n)

and
‖1Aqn,n‖α ≤ Leb2(Aqn,n) + PC(Aqn,n).

We now estimate the values of Leb2(Aqn,n), C(Aqn,n) and P . Set Σ = C then, following the
proof of Theorem 4.2, we can write,

Aqn,n = Cn \ (Cn+k1 × Cn+k2)

and we obtain

Leb2(Aqn,n) = (2/3)2n(1− (2/3)k1+k2).

Each connected component of the set Cn is a square with side length equal to 1/3n and each
connected component of Cn+k1 × Cn+k2 is a rectangle, where the side lengths are 1/3n+k1 and
1/3n+k2 . This implies that, each candidate to connected component of Aqn,n is a square, with
side length 1/3n, with rectangular holes where the length of the sides of each hole are 1/3n+k1

and 1/3n+k2 . Figure 3 aims to represent this reasoning when k1 = 1 and k2 = 2.

It is necessary to show that the candidates to connected components of Aqn,n identified above
are indeed connected. To make such verification, it is enough to note that, due to scaling
properties of the ternary Cantor set, the pattern of the rectangular holes in each square is
similar to the scheme of the connected components of the set Ck1 × Ck2 . Since Ck1 and Ck2
always have a gap between each interval that belongs to the set, this is sufficient to show that

C(Aqn,n) = C(Cn) = 4n.

Figure 3. Representation of each connected component of the set Aqn,n when
k1 = 1 and k2 = 2. The white rectangular holes in the picture correspond to
the connected components of the set Cn+1 × Cn+2 that we delete from each
connected component of Cn. The remaining part of each connected component
of Cn forms a connected component of the set Aqn,n.
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Moreover, the regularity of the connected components of Aqn,n allows to estimate its maximum
perimeter. Each connected component ofAqn,n is a square with 2k1+k2 rectangular holes. Since
each hole is a rectangle contained in [0, 1] × [0, 1] the maximum perimeter of each hole is 4.
Hence, the maximum perimeter of each connected component is 4(2k1+k2 + 1).

Making the necessary substitutions, we obtain that

‖1Aqn,n‖α ≤ Leb2(Aqn,n) + 4(2k1+k2 + 1)C(Aqn,n). (4.5)

The map T has decay of correlations for quasi-Hölder observables against L1(Leb2) with rate
function ρn = 1/3n. Let tn = n2, then tn = o(wn) and there exists a constant C ′′′ > 0 such
that

lim
n→∞

‖1Aqn,n‖αwnρtn ≤ lim
n→∞

(
Leb2(Aqn,n) + 4(2k1+k2 + 1)C(Aqn,n)

)
wnρtn

≤ lim
n→∞

(C ′′′(2/3)2n + (2k1+k2 + 1)4n+1)(τ(2/3)−2n)
1

3n2

= 0

and condition (1) of 4.2 holds.

To finish the proof, we use O’Brien’s formula to establish that

θ = lim
n→∞

Leb2(Cn \ (Cn+k1 × Cn+k2))

Leb2(Cn)

= lim
n→∞

(2/3)2n(1− (2/3)k1+k2)

(2/3)2n

= 1− (2/3)k1+k2 .

�

5. Absence of Clustering for maximal sets in two-dimensional spaces

The starting point of this section is the stochastic process (Xn)n constructed using the setting
in Section 2.1 and the lower bound, obtained in Theorem 2.6, for the corresponding EI, θ. In
there, we proved the existence of a link between the level of clustering appearing in (Xn)n
and the clustering present in the processes (X1

n)n and (X2
n)n. Assuming the existence of the

limits in (2.20) then θ satisfies

θ > θ1 + θ2 − θ1θ2. (5.1)

The simplicity of such formula allows to draw very useful conclusions regarding the level of
clustering associated with (Xn)n based on θ1 and θ2. In fact, as we can see in Figure 5, θ will
be 1 if θ1 or θ2 is also 1.

This implies that the absence of clustering in either (X1
n)n or (X2

n)n will imply an absence of
clustering in the process (Xn)n. In fact, for θ1, θ2 ∈]0, 1[, we have

θ1 < θ1 + θ2 − θ1θ2 and θ2 < θ1 + θ2 − θ1θ2

implying that the level of clustering appearing in Xn is always smaller than the level of
clustering appearing in (X1

n)n or (X2
n)n. This smoothing effect of the clustering can be linked

to the product structure present in M1 ×M2. Due to this nature of the maximal set, if
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Figure 4. Graph of the lower bound for θ as a function of θ1 and θ2.

T−j1 (M1)∩M1 or T−j2 (M2)∩M2 is not relevant, this is enough to guarantee that T−j(M1×
M2)∩M1×M2 is also not relevant when compared withM1×M2 resulting in a low level of
clustering appearing in (Xn)n. This fact will be the key to prove Theorem 3.2 and Theorem
3.3.

For the remaining of this section, let T̄ represent the dynamics mx mod 1, for some m ∈ N.
Moreover, let (X̄n)n denote the stochastic process given by X̄n = ϕ ◦ T̄n, where ϕ is the
observable maximised on the ternary Cantor set C introduced in (3.1). We will build up on
the following result from [13].

Theorem 5.1. Let (Xn)n∈N be the stochastic process given by X̄n = ϕ ◦ T̄n. Assume that m
is not a power of 3 and consider a sequence of thresholds (un)n∈N such that un = n, a sequence
of times (wn)n∈N such that wn = bτ (3/2)nc and a sequence (qn)n∈N such that qn =

⌈
n log 3

logm

⌉
.

Then, condition (2.3) holds and moreover

lim
n→∞

Leb2(Mwn ≤ n) = e−τ .

This result was proved using a link between the EI and the box dimension of the sets T̄−j(C)∩C.
The low relevance of T̄−j(C)∩C when compared with C translates to a smaller box dimension
of T̄−j(C) ∩ C when compared to the box dimension of C. This difference allowed to compute
an estimate for the value of Leb(T̄−j(Cn) ∩ Cn) for n sufficiently large. In fact, if 3−n ≤ m−j ,
then we estimated that

Leb(T̄−j(Cn) ∩ Cn) ≤ 3eγn log 3

3n
, (5.2)

where γ satisfies the inequality, γ log 3 < log 2.

This estimate allowed to compute the measure of the set Cn \Aqn,n which was the key to show
that the EI is equal to 1. We will use estimate (5.2) in conjunction with Theorem 5.1 and
Theorem 2.6 to prove Theorem 3.2.

Proof of Theorem 3.2. Set T1 = m1x mod 1 and T2 = m2y mod 1, where neither m1 or m2

can be written as 3k, for any k ∈ N. Consider T = (T1(x), T2(y)) and define the stochastic
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process Xn = ψ ◦ T . We point out that, the invariant measures associated with T and with
T1 = m1x mod 1 and T2 = m2y mod 1 are Leb2 and Leb, respectively.

Let un = n be the sequence of thresholds and set wn =
⌊
τ (3/2)2n

⌋
. Due to the construction

of the observable ψ, we have that

UT1n = UT2n = Cn and Un = Cn.

Checking that,

wnLeb2(Un) =
⌊
τ (3/2)2n

⌋(2

3

)2n

−−−→
n→∞

τ,

we obtain that condition (2.3) is verified. Now, we assume that m2 ≥ m1. The case m1 ≥ m2

follows similarly. Let m2 ≥ m1, set qn =
⌈
n log 3

logm1

⌉
and note that qn = o(wn). For such choice

of qn, Theorem 5.1 guarantees that

θ1 = 1.

The map T has decay of correlations for quasi-Hölder observables against L1(Leb2), with rate
function ρn = 1/(m1)n. Moreover, the maps T1 and T2 have decay of correlations for BV
observables against L1(Leb), with rate functions ρ1

n = 1/mn
1 and ρ2

n = 1/mn
2 . Hence, to prove

the validity of conditions Дqn(un, wn) and Д′qn(un, wn) it is only necessary to check hypothesis
(1) through (4) of Theorem 2.5.

Since ‖1Cn‖BV ≤ 2n+1, there exists a constant C > 0 such that,

lim
n→∞

‖1Cn‖BV Leb(Cn)

∞∑
j=qn

ρ1
j ≤ C lim

n→∞

4n

3n
1

mqn
1

≤ C lim
n→∞

4n

32n

= 0.

Considering that m2 ≥ m1, which means that 1/m1 ≥ 1/m2, there exist constants C ′ > 0 and
C ′′ > 0 such that,

lim
n→∞

‖1Cn‖BV
∞∑
j=qn

ρ1
jρ

2
j ≤ C ′ lim

n→∞

4n

mqn
1 m

qn
2

≤ C ′ lim
n→∞

4n

mqn
1 m

qn
1

≤ C ′ lim
n→∞

4n

32n

= 0
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and

lim
n→∞

‖1Cn‖BV Leb(Cn)

∞∑
j=qn

ρ2
j ≤ C ′′ lim

n→∞

4n

3n
1

mqn
2

≤ C ′′ lim
n→∞

4n

3n
1

mqn
1

≤ C ′′ lim
n→∞

4n

32n

= 0.

To prove hypothesis (1), we will show that exists a sequence (tn)n∈N, such that tn = o(wn)
and

lim
n→∞

wn
(
‖1Cn‖αρ(tn) + 2Leb2(Cn \ Aqn,n)

)
= 0.

Following the same reasoning as in the proof of Theorem 3.1, we have that

‖1Cn‖α ≤ Leb2(Cn) + PC(Cn),

where P denotes the maximum perimeter of the connected components of Cn and C(Cn)
represents the maximum number of connected components of Cn.
Since, Leb2(Cn) = (2/3)2n, C(Cn) = 4n and P = 4/3n, we can write that,

‖1Cn‖α ≤
(

2

3

)2n

+
4n+1

3n
. (5.3)

It is necessary to estimate Leb2(Cn \ Aqn,n). For that purpose, we point out that

Leb2(Cn ∩ T−q(Cn)) = Leb(Cn ∩ T−q1 (Cn))Leb(Cn ∩ T−q2 (Cn)) =
(
Leb(Cn ∩ T−q1 (Cn))

)2

and consequently,

Leb2

 qn⋃
q=1

Cn ∩ T−q(Cn)

 ≤ qn∑
q=1

(
Leb(Cn ∩ T−q1 (Cn))

)2
.

Using the estimate (5.2) and noting that 3−n ≤ m−qn1 , we get that

Leb2

 qn⋃
q=1

Cn ∩ T−q(Cn)

 ≤ qn 9e2γn log 3

32n
.

Considering that Cn \ Aqn,n ⊆
⋃qn
q=1 Cn ∩ T−q(Cn), we obtain

Leb2(Cn \ Aqn,n) ≤ qn
9e2γn log 3

32n
, (5.4)

where γ satisfies the inequality γ log 3 < log 2.
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Let tn = n2, then tn = o(wn). Using (5.3) and (5.4), we get that, for all m1 > 1,

lim
n→∞

wn
(
‖1Cn‖αρ(tn) + 2Leb2(Cn \ Aqn,n)

)
≤ lim
n→∞

τ

(
3

2

)2n
((

2

3

)2n

+
4n+1

3n

)
1

mn2

1

+ τ

(
3

2

)2n

qn
9e2γn log 3

32n

≤ lim
n→∞

(
τ + τ

4n+19n

3n4n

)
1

mn2

1

+ 9τqne
2n(γ log 3−log 2)

=0.

This implies that hypothesis (1) through (4) of Theorem 2.5 hold and conditions Дqn(un, wn)
and Д′qn(un, wn) are satisfied. To conclude the proof it is only necessary to apply the second
point of Theorem 2.6 and the result follows for m2 ≥ m1.

For the case where m1 ≥ m2 the proof of the result is analogous. It is only necessary to
set q∗n =

⌈
n log 3

logm2

⌉
and again use Theorem 2.5 and Theorem 5.1 to obtain that conditions

Дq∗n(un, wn) and Д′q∗n(un, wn) hold and that θ2 = 1. From here, we apply again the second
point of Theorem 2.6 and the result follows. �

Theorem 3.2 is an example where there is no clustering associated with either (X1
n)n or (X2

n)n.
For that reason, the existence of clustering in the process (Xn)n was not expected.

A more interesting situation is the setting presented in Theorem 3.3. In this case, the map T
is composed of two uni-dimensional dynamics with one of them preserving the structure of the
Cantor set, C. We already saw that this compatibility between the dynamics and the maximal
set of the observable function leads to clustering. However, due to the product structure in
C, the presence of a second dynamics that does not preserve the structure of C is enough to
guarantee that T−j(Cn)∩C is small when compared with C. This is then translated into a EI
equal to 1.

Proof of Theorem 3.3. This proof follows the same structure as the proof of Theorem 3.2. Let
T1(x) = 3kx mod 1 and T2(y) = m2y mod 1. Assume that (3.5) holds and that m2 cannot
be written as 3j for any j ∈ N. Consider the dynamical system T = (T1(x), T2(y)) and the
stochastic process defined by Xn = ψ ◦T . The invariant measures associated with these maps
are again Leb and Leb2.

The sequence of thresholds is un = n and we set wn =
⌊
τ (3/2)2n

⌋
. Again, we have that

UT1n = UT2n = Cn and Un = Cn,

which implies that condition 2.3 is satisfied.

Take qn =
⌈
n log 3

logm2

⌉
. Under this hypothesis Theorem 5.1 guarantees that θ2 = 1.

Put r = min{3k,m2}, then T has decay of correlations for quasi-Hölder observables against
L1(Leb2) with rate function ρn = 1/rn. The maps T1 = 3kx mod 1 and T2 = m2y mod 1
have decay of correlations for BV observables against L1(Leb) with rate functions ρ1

n = (1/3k)n

and ρ2
n = (1/m2)n.

We will check conditions (1) through (4) of Theorem 2.5 to prove Дqn(un, wn) and Д′qn(un, wn).
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To prove hypothesis (1), we will show that there exists a sequence (tn)n∈N, such that tn =
o(wn) and

lim
n→∞

wn
(
‖1Cn‖αρ(tn) + 2Leb2(Cn \ Aqn,n)

)
= 0.

Similarly to the proof of Theorem 3.2, we can write that

‖1Cn‖α ≤ Leb2(Cn) + PC(Cn),

where P denotes the maximum perimeter of the connected components of Cn and C(Cn)
represents the maximum number of connected components of Cn.

Again, as in the proof of Theorem 3.2, Leb2(Cn) = (2/3)2n, C(Cn) = 4n and P = 4/3n.
Therefore,

‖1Cn‖α ≤
(

2

3

)2n

+
4n+1

3n
. (5.5)

We need an estimate for Leb2(Cn \ Aqn,n). We can write that

Leb2(Cn ∩ T−q(Cn)) = Leb(Cn ∩ T−q1 (Cn))Leb(Cn ∩ T−q2 (Cn)) ≤ Leb(Cn ∩ T−q1 (Cn))Leb(Cn)

and consequently,

Leb2

 qn⋃
q=1

Cn ∩ T−q(Cn)

 ≤ qn∑
q=1

Leb(Cn ∩ T−q1 (Cn))Leb(Cn).

Using the estimate (5.2) and noting that 3−n ≤ m−qn2 , we get that

Leb2

 qn⋃
q=1

Cn ∩ T−q(Cn)

 ≤ qn(3eγn log 3

3n

)(
2

3

)n
.

Considering that Cn \ Aqn,n ⊆
⋃qn
q=1 Cn ∩ T−q(Cn), we obtain that

Leb2(Cn \ Aqn,n) ≤ qn
(

3eγn log 3

3n

)(
2

3

)n
, (5.6)

where γ satisfies the inequality γ log 3 < log 2. Set tn = n2, then tn = o(wn) and using (5.5)
and (5.6), we obtain

lim
n→∞

wn
(
‖1Cn‖αρ(tn) + 2Leb2(Cn \ Aqn,n)

)
≤ lim
n→∞

τ

(
3

2

)2n
((

2

3

)2n

+
4n+1

3n

)
1

rn2 + τ

(
3

2

)2n

qn

(
3eγn log 3

3n

)(
2

3

)n
≤ lim
n→∞

(
τ + τ

4n+19n

3n4n

)
1

rn2 + 3τqne
n(γ log 3−log 2)

=0.
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Since inequality 3.5 holds, there exists a constant C ′ > 0 such that

lim
n→∞

‖1Cn‖BV Leb(Cn)

∞∑
j=qn

ρ1
j ≤ C ′ lim

n→∞
2n(2/3)n

(
1

3k

)n logm2
(3)

≤ C ′ lim
n→∞

4n

3n(1+k logm2
(3))

= 0.

Similarly, there exists a constant C ′′ > 0 such that

lim
n→∞

‖1Cn‖BV Leb(Cn)
∞∑
j=qn

ρ2
j ≤ C ′′ lim

n→∞
2n(2/3)n

(
1

m2

)n logm2
(3)

≤ C ′′ lim
n→∞

4n

9n

= 0.

To finish and again assuming that (3.5) holds, there exists another constant C ′′′ > 0 such that

lim
n→∞

‖1Cn‖
2
BV

∞∑
j=qn

ρ1
jρ

2
j ≤ C ′′′ lim

n→∞
4n

1

m2

n logm2
(3)
(

1

3k

)n logm2
(3)

≤ C ′′′ lim
n→∞

4n

3n(1+k logm2
(3))

= 0.

This computation shows that conditions (1) through (4) of Theorem 2.5 hold and conditions
Дqn(un, wn) and Д′qn(un, wn) are satisfied. To conclude the proof it is only necessary to apply
the second point of Theorem 2.6 and the result follows. �

6. Numerical simulation study

In this section we present a small numerical simulation study to illustrate the theoretical
results presented in Section 3 for finite time.

We consider the estimator of the EI introduced by Hsing in [18]. Namely, we consider:

θ̂n(u, q) =

∑n−1
i=0 1T−i(Aq(u))∑n−1
i=0 1T−i(U(u))

, (6.1)

where U(u) and Aq(u) are the sets defined in (2.6), (2.7) and u and q are tuning parameters
which determine the estimate’s quality. In principle, high values of u should be considered so
that the tail behaviour is captured by the quantities in θ̂n(u, q), but if u is too high there may
not be enough information to estimate the EI accurately. We know that if Д′q∗(un, wn) holds
for some fixed q∗ ∈ N then Д′q(un, wn) holds for all q > q∗. So, the parameter q should not
affect too much the estimator’s quality. We test several values of u and a few for q and then
we analyse the data in order to identify regions of stability of the estimator.

We consider the observable ψ : [0, 1]2 → R defined in (3.2), which is maximised in the Cantor
dust set C = C ×C, where C is the standard ternary Cantor set. The dynamics is ruled by the
two-dimensional product map T given in (3.3).
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Figure 5. On the y-axis, mean values of θ̂n(u, q) for each u of the x-axis, with
n = 50.000 and ` = 500. The full line corresponds to q = 1, the dashed line
to q = 5 and the dotted line to q = 10. The black horizontal line represents
the exact value of the EI given by Theorem 3.1. In this case, T (x, y) = (3x
mod 1, 3y mod 1).

The numerical simulations consisted in randomly generating ` uniformly distributed points on
[0, 1] (recall that Lebesgue measure is invariant for the linear maps considered in the definition
of T ) and, for each one, compute the first n iterates of the respective orbit and evaluate the
observable function ψ, along each orbit. Then, for each the ` time series obtained as described
above, we compute θ̂n(u, q), for several values of u and q, which are adequately chosen for the
range of u values.

We observe an excellent agreement between the theoretical value of θ and the observed esti-
mates of θ̂n(u, q), in the regions of stability which correspond to the values of u in [6, 9], in
the case m1 = m2 = 3.

In the case m1 = m2 = 5, there is also an excellent agreement between the theoretical value
θ = 1 and the observed estimates of θ̂n(u, q), in the regions of stability which correspond to
higher values of u, namely, for u ∈ [8, 11].

In the case m1 = 5,m2 = 3, where we have a competition between the compatibility observed
in the vertical direction versus incompatibility in the horizontal direction, we also observe
that, as predicted in Theorem 3.3, the incompatibility prevails and the EI is equal to 1. We
note that the agreement improves considerably when we increase the number iterations, n,
which allows to have more information on the tails.
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